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ABSTRACT

Amongst various diseases, one of the severe diseases is acute liver failure (ALF)
and it is a quick decline in liver health that normally lasts a few days to a few
weeks. Machine learning (ML) techniques can play a valuable role in the diag-
nosis and management of ALF. The proposed study made an effort to remedy the
issue of the Kaggle Dataset’s class imbalance by carrying out an exhaustive ex-
perimental assessment making use of two distinct approaches, namely synthetic
minority oversampling technique (SMOTE) and synthetic minority oversam-
pling technique and edited nearest neighbours (SMOTE-ENN). Both SMOTE-
balanced and SMOTE-ENN balanced datasets are used to train the support vec-
tor machine (SVM), K-nearest neighbors (KNN), logistic regression (LR), deci-
sion tree (DT), random forest (RF), eXtreme gradient boosting (XGBoost), and
stacking models. Compared to the SMOTE method, the results demonstrated
that the SMOTE-ENN balanced dataset achieved a considerable increase in the
accuracy of its predictions. The results showed that the KNN algorithm has at-
tained 99.52% accuracy, along with a precision of 99.07%, recall of 99.35%, and
F1 measure of 99.04%. As a result, we discovered that a data balancing method
that is not overly complicated and a supervised ML algorithm could be used to
forecast ALF with very high accuracy and excellent potential for utility.
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1. INTRODUCTION
Immediate failure of liver is typically defined as the abrupt significant liver functions loss in a healthy

individual. Numerous liver conditions, including ”advanced liver disease ,fibrosis, liver cancer and cirrhosis”
can result in liver failure [1], [2]. Over 50 million individuals worldwide suffer from chronic liver diseases,
making liver disease a significant health concern of our time. Hepatitis viruses are responsible for the majority
of cases early stages of liver disease [3]. The main cause of liver disease is consumption of alcohol in excessive
manner, being overweight, eating an unhealthy amount of red meat and fried food, and in certain instances,
having a hereditary predisposition for the condition [4]-[6]. People who transition to an easy and comfortable
lifestyle tend to rely heavily on unhealthy foods, which may be fatal if the liver condition is not treated soon
in long run. Machine learning (ML) is essential for accurate analysis and prediction of the illness because the
early symptoms are not severe and are typically neglected [7]-[9].
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Large and varied datasets encompassing clinical records, lab results, imaging findings, genetic data,
and biomarkers related to acute liver failure (ALF) can be analyzed using ML algorithms. ML’s capacity
to handle various data formats and include several variables simultaneously is one of its main advantages in
ALF prediction. ML algorithms process organized and unstructured data, extract pertinent features and learn
from intricate interactions between the data [10], [11]. This makes it possible to create predictive models
that reflect the multidimensionality of ALF and the risk factors linked to it [12]. The accessability of diverse
ML techniques and methodologies enables medical specialists to economize a significant amount of time by
employing prediction from models, that assist in the assimilation of information and the production of more
accurate diagnostic results [13], [14]. When determining whether or not a tumor is present, ML algorithms
have fully replaced the need for radiologists, resulting in significant money savings. After extensive study and
conducting in-depth examinations of previously published research, it is observed that only a few articles [15]
have focused on liver failure prediction. The handling of missing values, eliminating outliers, and balancing
the data using methods such as synthetic minority oversampling technique (SMOTE) and synthetic minority
oversampling technique and edited nearest neighbours (SMOTE-ENN) are all data preprocessing components
that are used in the proposed work. The ALF dataset usedin this study highlights the oddity of having a
higher proportion of underrepresented samples in a certain class as compared to samples from other class. To
produce more balanced dataset SMOTE generate psuedo data that means it creates new samplesby interpreting
the samples from class minority. SMOTE-ENN used to remove misclassified samples from both the classes.
The purpose of these stages is to enhance the precision of the analysis and modeling. Methods of deletion
and imputation can be used to handle the issue of missing values. Extreme values, known as outliers, that
can impact the findings can be identified and eliminated. To remedy the problem of class imbalance, data
balancing methods such as SMOTE and SMOTE-ENN are utilized. For accurate disease classification, several
well-known algorithms, such as ”random forest (RF), decision tree (DT), K-nearest neighbors (KNN), logistic
regression (LR), support vector machine (SVM), and Naive Bayes (NB)” along with hyper-parameter tuning
are properly trained on the preprocessed data. As a result, we recommended using conventional ML models to
correctly diagnose the disease.

The motive of the research study is to apply and improve ML classification techniques to the dataset
for ALF and compare the results with those of prior research that used the same dataset. The objectives of this
research are summarized as follows:
a. To investigate and balance the data for analysis using SMOTE and SMOTE-ENN.
b. To compare the accuracy of the ML models KNN, LR, SVM, DT, RF, and NB by training and analyzing

them on the balanced SMOTE and SMOTE-ENN dataset.
c. To improve the effectiveness of the proposed model using ensemble techniques like stacking, cat boost, RF,

and eXtreme gradient boosting (XGBoost).
d. To compare the suggested methods’ accuracy of prediction with the current models.
e. To develop a system that accurately predicts ALF with high precision and efficiency.

2. LITERATURE SURVEY
Research by Thirunavukkarasu et al. [16], different classification methods, including LR, KNN, and

SVM, have been proposed. The accuracy score and the confusion matrix received the most attention. The
performance is evaluated by confusion matrix and the outcome was determined based on the comparison.
When compared to SVMs performance, KNN and LRs accuracy from the confusion matrix was the same, at
73.9%, while SVM had the lowest accuracy, at 71.97%. According to Adil et al. [17], ML model for predicting
individuals suffering from liver conditions was proposed. The models included NB classifiers, DT, SVM,
artificial neural network (ANN), and KNN. Additional independent variables were examined in conjunction
with the statistical values that corresponded to them, such as count, mean, and standard deviation. On the test
dataset consisting of 30%, performance measures were obtained for each of the algorithms. With an accuracy
score of 74%, the LR performed best, while the SVM ranked worst at 58%. Research by Thaiparnit et al. [18]
came up with a technique for classifying and utilizing the accuracy of the rule-based portion of the DT and
RF ML algorithms. The technique included the one rule classification algorithm, an upgraded algorithm. This
approach included a frequency table that compared each independent variable to the target variable. Each model
additionally underwent a cross-validation procedure that was carried out five times. It was discovered that the
RF model was the most accurate one for predicting liver dysfunction, with an accuracy of 75.76%. According
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to Rahman et al. [19], it was suggested that ML techniques like extra trees (ET), DT, and RF be used to classify
liver disorders. Following this, the pearson correlation coefficient is used to select characteristics and eliminate
unimportant elements from the dataset. After that, a further step called boosting, an ensemble method is done
for each algorithm. Observations are made about performance indicators for these algorithms described above,
including ”accuracy, receiver operating characteristic-area under the curve (ROC-AUC), F1-score, precision,
and recall”, where the maximum accuracy was attained by LR (75%), and the lowest performance was attained
by NB (53%).

In addition to classification algorithms such as LR, KNN, DT, and RF in [20] proposed ”Ada-Boost,
XGBoost, Light GBM, and multilayer perceptron”. To conduct more accurate performance evaluations, further
development of XGBoost and incorporation of a new genetic algorithm were both undertaken. The selection
of additional features was carried out, and outliers were removed, which resulted in improved accuracy and
brought about a reduction in the complexity of both the time and space requirements. The accuracy score of
88% was attained by the RF. Ambesange et al. [21] introduced the idea of utilizing hyperparameter adjustment
and concentrated on the KNN supervised algorithm as their primary choice from among the many available
ML algorithms. The dataset preprocessing including the feature selection is performed. Further outlier was
checked, and some of it was eliminated, to ensure that the various algorithms would function smoothly. Perfor-
mance metrics were calculated. Some parameters were adjusted using grid search CV, and once the model was
properly trained using the parameters, an accuracy of 91% was reached. Shaheamlung et al. [22] suggested a
model that included both supervised and unsupervised algorithms as well as reinforcement learning. They used
a variety of ML techniques, including ”DT, Bayesian network, ANN, J48, and SVM”. The comparison that
had been done before on the various datasets allowed for the drawing of a conclusion. In addition, it was found
that ”DT, J48, and the ANN” had all significantly increased their accuracy, with values of 98.46%, 95.04%, and
92.80%, respectively. These techniques were evaluated further with regard to their specificity and sensitivity,
with the DT coming out on top with a score of 95% for specificity and ANN coming out on top with a score of
97.2% for sensitivity.

Based Zhang and Go [12], the ”gradient boosting DT, XGB, and the light gradient boosting machine
(LGBM)” were proposed. Each of the previously discussed boosting algorithms represented graphically, to-
gether with the hyper-parameter tweaking process, was presented. The author got to the conclusion that XGB
performed best with a training time of 10.5 seconds and a maximum accuracy of 75%. In contrast, LGBM only
accounted for 67% of the possible accuracy. Following the application of ML algorithms [23], [24] presented
a methodology called recursive feature elimination as a means of removing features while having the least
amount of damage possible. In addition to the LR, NB, SVM, RF, and multilayer perceptron ML algorithms
the ensemble algorithms such as CatBoost, LGBM, XGB, and GB were proposed. The GB algorithm was the
focus of much attention, and only a few features were considered. On the selected 10 features, the LGBM clas-
sifier achieves the best accuracy of 93%, while on the selected 5 features, it achieves a lower accuracy. Lastly,
in [25] using 10 different ML techniques [26] using a dataset that is freely available to the public, this study
classifies ALF. The dataset contains 8,785 data points. Both the training dataset and the test dataset seemed
to represent superior results for the two distinct methods that we tested. After hyperparameter tuning, the RF
model shows an F1-score of 99.6% for the RF approach and a training accuracy of 99.6%. The accuracy of the
test, as measured by DF2, was 99.8, and the F1-score, which was calculated using the LGBM classifier, was
0.998. ALF survival prediction methods based on ML are diverse. Nevertheless, it was demonstrated that these
methods had relatively limited effectiveness, with the SMOTE balancing method being the only one to produce
an adequate level of effectiveness.

3. MATERIALS AND METHODS
This part includes information regarding the comprehensive dataset, exploratory data analysis, and

other related methods.

3.1. Materials
This subsection provides key information regarding the dataset that was utilized in the research, in-

cluding its origin, size, and properties that are pertinent to the investigation. In addition to this, it offers the
pre-processing processes for the data, which involve preparing the data for future analysis. This dataset is
subjected to an exploratory data analysis in order to get new insights and acquire a better understanding of its
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properties. It is necessary to make use of summary statistics, data visualizations, and various other relevant
methods in order to conduct an exhaustive analysis of the dataset.

3.1.1. Dataset
We used a Kaggle dataset for investigation with 8,785 patient’s data [27]. There are 4,155 female

and 4,630 male patients in this data collection and the following characteristics describe them. People of all
ages and backgrounds will benefit from a deeper comprehension of the ways that age affects the outcomes of
strokes.

Age, gender, region, weight, height, body mass index, obesity, waist, maximum blood pressure, mini-
mum blood pressure, good cholesterol, bad cholesterol, total cholesterol, dyslipidaemia, PVD: reduced circula-
tion of blood to a body part, physical activity, education, unmarried, income, poor vision, alcohol consumption,
hypertension, family hypertension, diabetes, family diabetes, hepatitis, family, hepatitis, chronic fatigue, and
ALF.

3.1.2. Pre-processing of data
To prepare the data for additional analysis, these processes entail managing missing values, normaliz-

ing features, encoding categorical variables, and implementing any other.
a. Elimination of missing values: prediction quality may be negatively impacted by low-quality raw data, such

as when missing values are present or when the data founds to be highly noisy. Pre-treatment procedures,
such as discretizing the data, selecting relevant features, and eliminating duplicate values, are necessary to
improve the suitability for data analysis. After data pre-processing, it was found that several attributes in the
dataset had NULL values; as a result, it was crucial to replace any missing or null values with appropriate
ones. The mean of the NULL values is used to fill in the NULL values in this case. Outliers are defined as
dataset observations that considerably depart from the mean or median.

b. One hot encoding: is used to transform category variables like gender, whether a person has ever been
married, the type of job they have, where they live, and if they smoke into numerical kind of data. The
numerical features age, blood pressure, body mass index (BMI) can be standardized using standard scaling
technique.

c. Balancing of data: the ALF dataset highlights the oddity of having a higher proportion of underrepresented
samples in a certain class as compared to samples from other classes. This is the difficulty of learning a
concept from a collection of instances that is little in quantity. To produce a dataset that was more balanced,
the SMOTE and SMOTE-ENN techniques were applied:

– SMOTE: SMOTE generated pseudo-data that differed somewhat from the originals. It creates new samples
by interpreting samples from the class minority. As a result, decision boundaries for the class minority
extends into the space of the class majority, preventing over fitting. The means of class minorities typically
converge to those of class majorities. The distribution and quantity of synthesized samples could alter the
mean of the equalized data pool. The variability of class minority is successfully increased by SMOTE. In
the equalized data pool, higher variability may result in a higher standard deviation for the class minority.

– SMOTE-ENN: the methodology can be characterised as follows for a problem involving two classes: for
each sample Ei in the training set, the three nearest neighbours are found. This technique is repeated until
the problem is fixed. Ei will be deleted if it belongs to the class majority and the classification assigned to it
by its three closest neighbours differs from the class to which it was first assigned. If three of Ei immediate
neighbours mistakenly classify Ei as belonging to a minority group, then the immediate neighbours who
are part of the majority group will be excluded.

3.1.3. Exploratory data analysis
Before developing a ML algorithm, it is essential to perform exploratory data analysis to acquire a full

understanding of dataset, discover any problems with the data, and locate any problems with the data.
Categorical data analysis: hepatitis and chronic fatigue in the dataset, it is observed that 27.47% of

people with hepatitis and chronic fatigue have live failure and 72.53% of people are stable, whereas 4.3% of
people without hepatitis and chronic fatigue have Liver Failure and 95.63% of people are not affected by it.
That means the data is not balanced data. This unequal data should be balanced before applying any model to
it to improve the predicting accuracy of a person with ALF who have hepatitis and chronic fatigue. Following
the implementation of SMOTE, the improved results can now be seen. Bar chart Figure 1, shows that patients
with ALF are 45.45% which is more than the imbalanced data. In conclusion, SMOTE used on imbalanced
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data, the data was balanced and the results were improved with higher accuracy of ALF prediction. In addition,
to further enhance the balancing of data and to improve accuracy, SMOTE-ENN is applied. The application of
SMOTE-ENN as shown in Figure 2, give that the accuracy of ALF of a person who has hepatitis and chronic
fatigue is improved by 13.64% as compared to applying with SMOTE. When we use methods such as SMOTE
and SMOTE-ENN to the dataset for ALF in order to balance it, we can anticipate seeing improved findings,
higher accuracy in predicting ALF, and a more balanced representation of the minority class.

Figure 1. Distribution per hepatitis and chronic fatigue using SMOTE

Figure 2. Distribution per hepatitis and chronic fatigue using SMOTE-ENN

3.1.4. Logistic regression
The probability of a discrete outcome using input factors is described by LR. When it comes to mod-

eling two-valued outcomes [28] such as (true/false and yes/no), logical regression excels. Multinomial LR
can be used to model situa-tions when there are more than two unique discrete outcomes. Since many issues,
including threat detec-tion, may be seen as classification problems, LR is a useful analytical technique in cyber
security [28]. An explanatory variable is linked to log chances in the LR model. The model of LR can be
written in (1).

log
P

1− P
= β0 + β1z1 + β2z2 +−−−−−+ βnzn . (1)

3.1.5. K-nearest neighbors
All of its examples are stored in memory, and it as-signs similarity scores to fresh examples when

classifying them [29]. The number of nearest neighbors to be employed in the majority-rule decision is de-
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termined by the KNN parameter. The distance between the two points will be determined with the use of the
distance formula. It works as follows:
The formula for the distance d2 is given as (2):

d2 = (x2 − x1)
2 + (y2 − y1)

2 (2)

The k values closest to the k factor will be selected.

3.1.6. Naı̈ve Bayes
From Bayes’ rule, NB is derived, which is a specific type of Bayesian network classifier. If the

features are highly diverse, NB guarantees the maximum probability. The optimal choice rules are learned
by DT through an iterative process that involves data separation based on characteristics that either maximize
information gain or limit impurity.

3.1.7. Support vector machine
For quick categorization of new data points, the SVM algorithm uses some decision boundaries also

called as optimal lines, which divide the n-dimensional space into distinct classes. The ideal decision boundary
is hyperplane. Support vectors are often used to represent extreme cases [30].

3.1.8. Random forest
In this technique, many DT are constructed, each using subsets of the input data. The results from

these trees are averaged to enhance prediction accuracy. Instead of depending on the prediction of a single DT,
the RF combines the results and selects the outcome with the majority vote [31].

3.1.9. Stacking
Stacking is an aggregate method designed to integrate predictions from multiple models to enhance

accuracy. This method entails training multiple base models, using their predictions to generate various fea-
tures.

3.1.10. Extreme gradient boosting tree
It is a powerful ML algorithm that utilizes gradient-boosted DT. It is mostly used for supervised learn-

ing , including regression, classification, ranking. The primary goal of this algorithm is to optimize computa-
tional efficiency by leveraging the principles of gradient boosting systems. XGBoost generates DT sequentially
to improve predictive accuracy [32]. In our study, we applied the HyperOpt technique for performing hyperpa-
rameter tuning for the XGB classifier [32], enhancing its performance.

3.2. CatBoost
CatBoost is a boosting algorithm specifically designed to handle datasets containing categorical vari-

ables. Most ML algorithms cannot directly process categorical or string inputs, making it necessary to convert
such variables into numerical representations. CatBoost, however, has the capability to internally manage
different types of categorical data [33]. It employs various statistical techniques on feature combinations to
transform them into numerical values.

3.2.1. Adaptive boosting
Adaptive boosting is an algorithm mostly used as an ensemble method in ML [34]. This approach

follows principle of sequential learning, where bias and variance issues in supervised learning are addressed
through boosting. AdaBoost functions by merging several weak classifiers to form a single ”strong” classifier.
In this method, classifiers with higher accuracy are given greater weight, enhancing the overall prediction.

3.2.2. Artificial neural network
It is computational model which functions like human brain, drawing on findings from contemporary

neurobiological studies. ANNs use learning and training processes for evaluation. To minimize errors, the
weights of connections are adjusted iteratively [35]. This iterative process improves the accuracy of input
pattern recognition, enabling reliable probability predictions.
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4. PROPOSED ENHANCED ACUTE LIVER FAILURE PREDICTION MODEL WITH HYPER-
PARAMETER TUNING

The suggested method consists of several steps for processing a dataset, balancing it, and applying
DL and ML techniques: batch normalisation in the manner depicted in Figure 3. The following is the way
to evaluate the performance of the model with the aid of execution: the first stage is data setup. The data
preprocessing is done to remove outliers and fill in missing values, and then all of the attributes are converted
to numerical data using one-hot encoding. Algorithm 1 illustrate how SMOTE and SMOTE-ENN approaches
are used to balance the given unbalanced data. Multiple ML models including ”LR, KNN, NB, DT, SVM,
RF, stacking, XGBoost, CatBoost, and AdaBoost”, are trained on both SMOTE-balanced and SMOTE-ENN
balanced datasets with hyperparameter tuning. Additionally, training of a neural network is done using batch
normalization and dropout techniques to achieve higher training performance and mitigate overfitting. Early
stopping is employed to determine the optimal number of epochs.

Figure 3. The structural flow of the proposed model

Algorithm 1 SMOTE-ENN algorithm for balancing and cleaning data

1: Input: Dataset D with majority and minority classes; Number of nearest neighbors K (default: K = 3)
2: Output: Balanced and cleaned dataset D′

3: Step 1: Synthetic Minority Oversampling (SMOTE)
4: while the dataset is imbalanced do
5: Randomly pick an instance x from the minority class in D
6: Find the K nearest neighbors of x
7: for each neighbor n among the K nearest neighbors do
8: Compute the vector difference v = n− x
9: Draw a random scalar r ∈ [0, 1]

10: Create a synthetic sample s = x+ r · v
11: Add s to the dataset D
12: end for
13: end while
14: Step 2: Edited Nearest Neighbor (E-NN) Cleaning
15: repeat
16: for each instance x in D do
17: Find the K nearest neighbors of x
18: Check the majority class among these neighbors
19: if the majority class is different from x’s class label then
20: Remove x from D
21: end if
22: end for
23: until the dataset achieves the desired class balance
24: Return D′
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Various metrics, including ”accuracy, precision, recall, and F1-score”, are used to evaluate the perfor-
mance of each algorithm on the testing dataset. This comprehensive evaluation aims to gauge how effectively
each model performs in the context of the given problem. The ML model’s performance is assessed in the
experimental setup part using Google Collaboratory [36], often known as ”Google Colab,” and Python. It
provides models for segmentation, classification, prediction, and visualisation of data.

4.1. Performance metrics
The model’s correctness is assessed using a number of metrics, the majority of which are solely

determined by the values of the confusion matrix. Numerous performance metrics were attained throughout the
evaluation of the ML models that were considered. We shall concentrate on the terminology that appears most
frequently in the relevant literature in this study [37]. Referred to as ”recall,” ”sensitivity,” or ”true positive rate,”
it describes the proportion of individuals who had symptoms of acute liver and were appropriately diagnosed
with the illness. A true positive (TP) result means that the anticipated class and the actual class both have
value. The possibility of positive value was predicted with accuracy. TN stands for true negatives, which are
a shortened form of real-class projected negative values. False positives and false negatives may result from
differences between the intended class and the observed class. A case when the projected class is accurate but
the actual class is erroneous is referred to as a ”false positive” (FP). When the expected class is different from
the actual class, a false negative (FN) occurs.

4.2. Results
To handle the imbalanced datasets, the SMOTE and the SMOTE-ENN approaches were included in a

variety of ML algorithms. When compared to just employing SMOTE, the SMOTE-ENN approach resulted in
generally greater accuracy scores being reached by the majority of algorithms as shown in Table 1. KNN was
able to attain the highest level of accuracy 99.2% when using SMOTE-ENN. When utilising SMOTE-ENN,
RF, CatBoost, and DT all performed exceptionally well with accuracy values that were higher than 95. LR
and XGBoost demonstrated large increases in accuracy with SMOTE-ENN, however, AdaBoost demonstrated
a significant decrease in accuracy.

Table 1. Comparison between balancing techniques using hyperparameter tuning
Algorithms SMOTE SMOTE-ENN Parameters using hyperparameter tuning

LR 92.41 94
’C’: [0.01, 0.1, 1, 10, 100],
’penalty’: [’l1’, ’l2’]

KNN 92.32 99.2
’n neighbors’: [3,5,7],
’weights’: [’uniform’, ’distance’],
’p’: [1, 2]

NB 89.25 91.2 ’var smoothing’: [1e-9, 1e-8, 1e-7]

DT 94 96

’criterion’: [’gini’, ’entropy’],
’max depth’: [3, 5, 7, None],
’min samples split’: [2, 5, 10],
’min samples leaf’: [1, 2, 4]

SVM 87.5 87.5
’C’: [0.1, 1, 10],
’kernel’: [’linear’, ’rbf’, ’sigmoid’],
’gamma’: [0.1, 1, ’scale’]

RF 97 98
’n estimators’: [100, 200, 300],
’max depth’: [None, 5, 10],
’min samples split’: [2, 5, 10]

Stacking 86 86.5
use probas = True,
use features in secondary = True

XGBoost 94.17 97

’eta’: 0.1,
’max depth’: 5,
’num class’: 6,
’n estimators’: 300,
’alpha’: 10,
’silent’: True,
’verbose eval’: False

CatBoost 96 97.4 iterations=100, random state=42
AdaBoost 93 87 n estimators=50, random state=42
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5. RESULT ANALYSIS AND DISCUSSION
Comparison with the present work [25] on the dataset with our results for accuracy, precision, recall

and F1-score is discussed in this section. Table 2 and Figure 4 shows the comparison of proposed algorithm’s
accuracy with the existing work. The accuracy of the proposed SMOTE-ENN model for LR has reached 94%,
which is 13.3% higher than the accuracy that was reported for the existing work’s model. For the KNN model,
the proposed model has achieved high accuracy 99.2%, demonstrating that the proposed work is superior to
the existing work by 4.9%. The NB model that has created and tested achieved an accuracy of 91.2, which is
15.4 points higher than the accuracy that was reported in the previous work. Both the existing work and the
suggested model have achieved an accuracy of 96, which means that the accuracy of the DT is not affected
by any of these models. While SVM, stacking and AdaBoost are not implemented by the existing model but
proposed has shown better accuracy using SMOTE-ENN. The proposed SMOTE-ENN model increased the
precision to 94%, representing an increase of 17%, from the prior work for LR, which had a precision of 77%
as shown in Figure 5.

Table 2. Accuracy comparison
Algorithms [25] Proposed work
LR 80.7 94
KNN 94.3 99.2
NB 75.8 91.2
DT 96.8 96
SVM NA 88
RF 99.6 98
Stacking NA 87
XGB 84.8 97
CB 88.5 97.4
AdaBoost NA 87

Figure 4. Accuracy comparison Figure 5. Precision comparison

The suggested model achieved a higher precision of 99%, exhibiting an increase of 10%, compared to
the previous model’s KNN precision of 89%. The new model increased precision from the prior work’s 77%
to 91%, which represents an increase of 14% for NB. The new model produced a slightly higher precision of
96%, exhibiting an increase of 3%, compared to the existing model’s DT precision of 93%. RF has a precision
of 99%, whereas the suggested model has a precision of 98%, which is roughly equivalent. XGB had attained a
precision of 80% in previous studies, but the suggested model increased the precision to 97%, representing an
improvement of 17%. With the previous model having a precision of 93% and CatBoost having a precision of
97%, there has been an increase of 13%. SVM, stacking, and AdaBoost are not implemented in existing work,
but the suggested model has demonstrated precision that is above 85%.

The proposed SMOTE-ENN model increased the recall from the 84% achieved by LR to 94%, a 10%
increase as shown in Figure 6. In the existing model, ”KNN, DT, and RF” all obtained 100% recall, but the
suggested model only managed a little lower recall in the range of 97-99%. In the existing model, NB had a
recall of 70% however, the proposed model increased recall to 91%, a 21% improvement. Although SVM was
not used in the previous study, the suggested model had an 88% recall rate. Stacking: although stacking was not
used in the existing model, the suggested model had an 86% recall rate. The proposed approach increased the
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recall for XGBoost from 90% to 97%, which is an increase of 7%, compared to the existing work’s 90% recall.
CatBoost has a recall of 93%, whereas the suggested model has a recall of 97%, a 4% increase. AdaBoost was
not used in the existing work, although the suggested model had an 87% recall. The proposed model scored
98%, whereas the RF work scored 99%. The SMOTE-ENN model has an F1-score of 87%, while the existing
work did not apply the Stacking procedure. The SMOTE-ENN model scored 88%, while the existing work
scored 85%. The model improves F1-score by 3%. In existing work, CatBoost had an F1-score of 88%, while
the suggested model had 97%, a 9% gain. The proposed model has an F1-score of 87% while the existing work
did not use AdaBoost as shown in Table 3 and Figure 7.

Figure 6. Recall comparison

Table 3. F1-score comparison
Algorithms [25] Proposed work
LR 80 94
KNN 94 99
NB 73 91
DT 96 96
SVM NA 88
RF 99 98
Stacking NA 87
XGB 85 88
CB 88 97
AdaBoost NA 87

Figure 7. F1-score comparison

6. CONCLUSION
Traditional ways of diagnosing ALF depend on clinical judgment and lab tests, which may not be as

accurate or reliable as possible. Large amounts of patient data, such as clinical records, medical imaging, labo-
ratory results, and genetic information, can be analyzed by ML algorithms. It is possible to determine the most
successful strategy for forecasting ALF by performing an in-depth analysis of the dataset using a number of dif-
ferent ML algorithms. A number of different elements have the potential to have an effect on the performance
of contemporary learning systems. One of the most critical challenges is class imbalance, which occurs when
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instances from one class exceed those from another class in the training data by a sufficient margin. Through
a comprehensive experimental review that makes use of SMOTE and SMOTE-ENN approaches, this research
solves the problem of class imbalance that is present in the Kaggle dataset. For the purpose of evaluating the
effectiveness of the classifiers, many measures were applied, including recall, precision, F1-score, and accu-
racy. These metrics are absolutely necessary for determining whether or not the models are able to effectively
classify the data. The research indicates that the implementation of SMOTE and SMOTE-ENN techniques has
a variety of effects on the accuracy of various ML models. These effects are outlined in the report. The results
showed that the KNN algorithm has attained 99.52% accuracy, along with a precision of 99.07%, recall of
99.35%, and F1 measure of 99.04%.

According to our findings, the KNN algorithm had the highest level of accuracy. It was able to achieve
this by utilizing SMOTE-ENN. In addition, the combination of SMOTE-ENN with other algorithms resulted
in exceptional performance from all of the algorithms. Accuracy levels that were consistently higher than 95%
were attained by RF, CatBoost, and DT. When employing SMOTE-ENN, LR, and XGBoost both displayed
large improvements in accuracy; however, AdaBoost witnessed a considerable loss in accuracy. The analysis
of the algorithms that are presented in the tables reveals that the suggested SMOTE-ENN model, as opposed
to the SMOTE model, has consistently displayed higher performance when compared to the work that has
previously been done for the majority of the metrics that have been reviewed. This would imply that the model
that was proposed is more capable of handling unbalanced data and enhancing the accuracy of forecasts for
ALF. This is the conclusion that can be drawn from the information presented.
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