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 Poverty remains a major social issue in many developing countries, including 

Indonesia, as seen in the Central Java region. Over the last five years, the 

number of impoverished people in Central Java has shown fluctuations, with 

data from the Central Statistics Agency indicating figures of 3,897.20 

thousand (2018), 3,743.23 thousand (2019), 3,980.90 thousand (2020), 

4,109.7 thousand (2021), and 3,831.44 thousand (2022). Analyzing these 

trends is crucial for future poverty reduction efforts. This study aims to 

develop a web-based predictive system capable of forecasting the poverty 

line, as well as the number and percentage of poor residents in Central Java. 

The research utilizes a hybrid forecasting model that integrates the Holt-

Winters triple exponential smoothing (HWTES) method with fuzzy time 

series (FTS), alongside algorithmic approaches such as rate of change (RoC) 

and frequency-based segmentation. The model's accuracy, evaluated using the 

average absolute percentage error (MAPE), shows low error rates: 0.9% for 

the number of impoverished people, 1.6% for the percentage, and 0.7% for 

the poverty threshold. Compared to the standard HWTES model, this hybrid 

model demonstrates greater precision. As a result, it can serve as an effective 

tool to support strategic planning and enhance poverty alleviation programs 

in Central Java. 
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1. INTRODUCTION 

Poverty remains a global issue, and nations within the European Union continue to contend with it in 

the contemporary era [1]. Approximately 30% of individuals in European nations consider themselves 

impoverished and one in seven households falls outside the poverty line, as reported in [2]. 

Nearly two billion individuals continue to reside in developing countries, rendering poverty a 

significant concern for the global populace today [3]. Poverty is a persistent socioeconomic issue that poses a 

substantial barrier to a nation's welfare and advancement [4]. Poverty impacts the overwhelming majority of 

developing countries globally. In 2015, the UN initiated the 2030 Sustainable Development Agenda, 

comprising 17 sustainable development goals (SDGs) designed to eliminate poverty, safeguard the 

environment, and guarantee prosperity and peace for all [5], [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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As an emerging nation, Indonesia continues to seek solutions to the problem of poverty among its 

populace. Indonesia has achieved significant progress in poverty reduction, effectively eradicating extreme 

poverty. Nevertheless, over one-third of Indonesians continue to experience financial instability [7]. 

Poverty remains a significant concern in this nation and has traditionally pervaded all regions of 

Indonesia, including Central Java. Individuals seek coping mechanisms to mitigate poverty, a concern that 

often preoccupies them. The government emphasizes poverty alleviation in national development strategies to 

decrease the population of underprivileged individuals. Regional governments must adopt a more prominent 

role in designing and implementing poverty reduction initiatives, as they possess a more profound awareness 

of local situations than the federal government. 

Forecasting is essential for assessing the policies of a regional government institution, both current 

and historical, and for determining their potential impact on the future. Employing forecasting as a basis for 

policy formation within a regional government entity improves the efficacy of a regional development strategy. 

Numerous academics concentrate exclusively on the performance metrics and principles of the 

methodologies and algorithms employed in forecasting, overlooking the users' speed and complexity in the 

prediction and analysis process. Moreover, it is rare to examine the automation of web-based forecasting 

systems utilizing software technology. 

The implementation of traditional forecasts and analysis will entail complex and demanding 

processes. Consequently, the creation of automated prediction systems is crucial to accelerate the formulation 

of strategic strategies that address existing difficulties. 

Information systems are essential for improving an institution's reputation by enabling real-time 

productivity and demonstrating effectiveness and efficiency in all transactions. A prediction system is an 

essential automation tool in modern enterprises. The fundamental objective of this work is to develop a 

predictive system that enables efficient online management and monitoring. 

Numerous concepts for tools that support software development have been presented to date. This 

study forecasts and examines data collected from an extensive community-based monitoring system in Central 

Java, encompassing both city and district levels. We utilized PHP technology, grounded in the CodeIgniter 

framework, alongside MySQL as the database, to develop a web-based poverty prediction system. To enhance 

the precision of our forecasts, we employed a methodology that integrates Holt-Winters triple exponential 

smoothing (HWTES) and fuzzy time series (FTS) techniques with the rate of change (RoC) and frequency-

based partition (FbP) algorithms. 

Tasks pertaining to FTS data, regarding FTS data, time series (TS) data elucidate the essential traits 

and inherent patterns of a particular system or activity [8]. Precise historical data, widely employed in nature, 

economics, and society, is essential for conventional TS analysis [9]. Research by Hudecová and Pešta [10] 

employs the term "resistance" to characterize a TS with a hybrid distribution, comprising a continuous 

component and a point mass at zero. The objective of TS forecasting is to utilize past TS observations to predict 

future variations [11]. This presents considerable challenges for various sectors, including finance [12]. In 

2023, scholars undertook investigations in the domain of economics [13]. Likewise, scholars undertook 

inquiries into the subject of agriculture [14], [15]. The researchers [16]–[18] are undertaking investigations on 

the subject of energy. Simultaneously, [19] is involved in bioscience research. The researchers [20], [21] 

reference subsequent research that advances the field of engineering. The ambiguity and imprecision inherent 

in TS data intensify the difficulties related to forecasting and prediction errors. Numerous methodologies have 

been established for TS forecasting, one of which employs fuzzy set theory. This is mostly due to the inherent 

flexibility of fuzzy set theory in handling ambiguous data [22]. Fuzzy data are prevalent in everyday life. 

Significant volumes of unrefined data remain deficient and erroneous due to human error or absent metrics, 

leaving them unsuitable for societal applications [23]. Fuzzy theory has numerous applications [24], [25]. The 

bulk of research [26] initially references the FTS approach, which is based on fuzzy set theory [27]. The 

predominant focus of the literature is on time-invariant FTS approaches, which we categorize into two groups: 

time-invariant and time-variant [26], [28]. Conversely, the study [29] uses sophisticated optimization methods 

and FTS to forecast the influx of visitors to China. Rubio et al. [30] introduced an innovative method, the 

weighted fuzzy trend TS algorithm, to enhance the precision of stock index forecasting. 

Identifying the optimal interval ratio length in FTS can enhance predictive accuracy [31].  

Studies [32], [33] indicate that the length of the effective gap influences the formation of fuzzy sets and the 

establishment of fuzzy relations [34]–[37]. Another body of research [38]–[44] advocates for the utilization of 

annual percentage changes as the discourse universe in FTS. The study [45] proposed a fuzzy measurement 

technique utilizing frequency density partitioning to further enhance the predictive accuracy of the FTS model. 

The procedures delineated in [45] were likewise utilized in [46]–[49]. The recommended technique is a time-

variant, kth order. The proposed solution demonstrates superior accuracy in forecasting enrollment compared 

to the current method. 

FTS forecasting models are increasingly gaining traction as a specific technique within this 

methodology. The FTS forecasting model necessitates no assumptions. We must employ models associated 
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with fuzzy set theory to analyze the uncertainties inherent in the majority of observed TS. Systems based on 

fuzzy set theory utilize membership values to denote uncertainty. We obtain membership values from model 

input through the application of membership functions. 

Fuzzy set theory-based techniques utilize membership values derived from raw data to elucidate the 

uncertainty of the data, rather than employing the raw data itself. Fuzzy logic-based solutions utilize 

membership values to represent uncertainty, offering numerous advantages over alternative methods such as 

neural networks. This methodology enables fuzzy logic techniques to manage uncertainty more effectively 

than other soft computing methods, including neural networks. 

Tasks pertaining to the implementation of the TES model, this method asserts that the constant 

exponential window function can refine the TS. Exponential smoothing (ES) is categorized into three types 

according to its frequency of application: single exponential smoothing (SES), double exponential smoothing 

(DES), and triple exponential smoothing (TES) [50]. Using the Holt DES model methodology, the study 

referenced as [51] developed an online web-based forecasting system to estimate the number of families 

receiving basic food social assistance benefits. The research [52] employed the TES algorithm to predict 

forthcoming trends in land subsidence in Lagos. This research [53] examines two forecasting methodologies, 

namely the DES and TES techniques, to anticipate the revenue of regional drinking water firms.  

Zhang et al. [54] suggested a hybrid model that integrates long short-term memory (LSTM) with TES as a 

proactive prediction technique for Docker container workloads. Conversely, Xie et al. [55] proposed the 

development of a hybrid triple exponential smoothing-autoregressive integrated moving average  

(TES-ARIMA) model capable of accurately forecasting the interactions between linear and nonlinear container 

loading sequences. The experiment Yudatama et al. [56] forecasted the rise in COVID-19 cases in Indonesia 

by integrating TES and FTS methodologies. 

 

 

2. METHOD 

2.1.  Materials 

The BPS evaluates poverty through the fundamental needs method, which relies on the capacity to 

satisfy essential requirements. Poverty is defined as the inability to afford essential commodities, including 

food and non-food essentials. The average monthly per capita income of those categorized as poor is below the 

federal government's poverty threshold. 

The poverty line (GK) is the outcome of the amalgamation of the food poverty line (GKM), 

representing the food poverty line, and the non-food poverty line (GKNM), denoting the non-food poverty line. 

An individual is deemed impoverished if their average monthly per capita income is below the federal 

government's designated poverty threshold. The GKM, or daily caloric minimum for food expenditure, is 2,100 

kilocalories per individual. The Basic Food Needs Commodity Bundle comprises 52 categories, including 

beans, fish, chicken, eggs, dairy products, vegetables, seeds, fruits, nuts, oils, and fats, among other goods. The 

GKNM delineates the essential requirements for habitation, apparel, healthcare, and education. The core non-

food commodity bundle comprises 47 products for rural areas and 51 commodities for metropolitan areas. The 

head count index (HCI-P0) is utilized to ascertain the proportion of the population beneath the global poverty 

line (GK). 

This study utilizes quantitative methods to gather data that can be analyzed by statistical, 

mathematical, and computational tools for a systematic evaluation of the experiences of those living in poverty. 

BPS offers genuine digital secondary data as the basis for data collecting and experimental materials. This 

study primarily aims to forecast the growth rates of GK, number of poor people (JPM), and percentage of poor 

population (PPM) in Central Java from 2002 to 2022. 

 

2.2.  Implementation framework 

Figure 1 illustrates the proposed historical architecture for this paper. We utilize GK, JPM, and PPM 

poverty data to generate future estimates. The initial prediction process employs the HWTES method, the 

subsequent phase utilizes the FTS model with the RoC and FbP algorithm approach, and the final process 

implements a hybrid model that integrates both methodologies. 

The proposed web-based system development model is founded on a hybrid forecasting methodology 

that integrates data from multiple sources to address the challenge of estimating the people living in poverty. 

Figure 1 illustrates the technologies underlying a web-based predictive system. 

This approach uses the HWTES statistical technique in conjunction with the FTS, RoC, and FbP 

algorithms to predict poverty levels in Central Java. In this case, we forecast the forthcoming period with the 

HWTES. The FTS prediction process will integrate the outcomes of the HWTES. 
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Figure 1. The technologies underlying a web-based predictive system 
 
 

We employ and adapt the event discretization methodologies suggested by [38], [39], [43]–[56]. We 

employ these strategies to delineate the parameters of RoC discourse and to segment events in the TS related 

to RoC data. The intervals are subsequently weighted according to the current number of ROC frequencies, 

employing a distribution principle derived from the partition results of each frequency inside each interval. The 

subsequent step entails identifying the median value and applying fuzzification by the triangle membership 

function equation [57]. Ultimately, we provide forecast values (FRoC) predicated on the anticipated RoC. 

 

2.2.1. Time series representation of poverty data 

This observation, spanning from 2002 to 2022, employs quantitative time series data represented as 

X=(x₁, x₂, x₃, …, xₙ) to delineate the progression of the number of impoverished individuals (JPM) in 

thousands, the percentage of impoverished individuals (PPM) in percent, and the poverty line data (GK) in 

IDR per capita per month. 

Consequently, we affirm the precision and reliability of the secondary data collected for this study from 

official sources at BPS Central Java (2022). In this study, X={106438, 119403, 126651, ..., 438833} represents 

the TS data for GK. The JPM is denoted as X={7308, 6979.80, 6843.80, ..., 3831.44}. X={23.06, 21.78, 21.11, 

..., 10.93} represents the TS data for PPM. Table 1 displays secondary data obtained from official sources [58]. 
 

 

Table 1. The real dataset GK, JPM, and PPM from 2002 to 2022 
Year GK JPM PPM 

2002 106438 7308.00 23.06 

2003 119403 6979.80 21.78 

2004 126651 6843.80 21.11 
2005 130013 6533.50 20.49 

... ... ... ... 

2019 369385 3743.23 10.80 
2020 395407 3980.90 11.41 

2021 409193 4109.75 11.79 
2022 438833 3831.44 10.93 

 

 

2.2.2. Holt-Winters triple exponential smoothing model procedure 

The Holt–Winters triple exponential smoothing (TES) model is used to forecast time series data that 

exhibit level, trend, and seasonal components. The forecasting procedure of the TES model is described in the 

following steps: 

Step 1: determine the optimal alpha (α), beta (β), and gamma (γ) parameters. 
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Generally, we establish user-defined constants (α, β, and γ) based on prior data. We employ the root 

mean square error (RMSE) method to assess the optimal values of these three parameters. 

Step 2: formulating prognostications. 

In (1) through (11) delineate the statistical methodology referred to as TES [59], [60], employed in 

the estimate procedure. 
 

𝐿𝑡 = 𝛼(𝑌𝑡 𝑆𝑡−𝑚⁄ ) + (1 − 𝛼)(𝐿𝑡−1 + 𝑇𝑡−1) (1) 
 

𝑇𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽) 𝑇𝑡−1 (2) 
 

𝑆𝑡 = 𝛾(𝑌𝑡 𝐿𝑡⁄ ) + (1 − 𝛾) 𝑆𝑡−𝑚 (3) 
 

𝐹𝑡+𝑘 = (𝐿𝑡 + 𝑘 ∗ 𝑇𝑡) ∗ 𝑆𝑡−𝑚+𝑘 (4) 
 

The parameter L denotes the estimated level influenced by the α quantity, T signifies the trend estimate 

affected by the β quantity, S indicates the seasonal estimate impacted by the γ quantity, F represents the 

forecasted value for the future period, and k reflects the number of future times utilized in the prediction. When 

M is equal to four (per quarter): 
 

S1 =
Y1

average(Y1,Y2,Y3,Y4)
; (5) 

 

S2 =
Y2

average(Y1,Y2,Y3,Y4)
; (6) 

 

S3 =
Y3

average(Y1,Y2,Y3,Y4)
; (7) 

 

S4 =
Y4

average(Y1,Y2,Y3,Y4)
 (8) 

 

L5 = Y5 S1⁄  (9) 
 

T5 =
Y5

S1
; −

Y4

S4
 (10) 

 

Utilize (11) to ascertain seasonal values. 
 

𝑆5 = 𝛾(𝑌5 𝐿5⁄ ) + (1 − 𝛾)𝑆5−4 (11) 
 

S1, S2, S3, S4, and S5 denote the seasonal values for the initial five time points. From the initial to the fifth time 

point, the symbols Y1, Y2, Y3, Y4, and Y5 represent measurement or observation values. 

Step 3: examine the anticipated results. 

The mean absolute percentage error (MAPE) is a commonly utilized metric for assessing prediction 

accuracy, noted for its scale independence and interpretability [61]. The MAPE model evaluates the efficacy 

of seasonal forecasting models in this experiment. In (12) and (13), respectively [62], demonstrate the 

feasibility of identifying a superior forecasting model characterized by reduced MAPE values. 

 

𝑃𝐸𝑖 = |
𝑋𝑖−𝐹𝑖

𝑋𝑖
| × 100% (12) 

 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |𝑃𝐸𝑖|
𝑛
𝑖=1  (13) 

 

Predictions utilizing the MAPE methodology are crucial to circumvent several complications 

associated with interpreting accuracy metrics in relation to the scale of the predicted value [56], [63], as 

illustrated in Table 2. 

 

 

Table 2. Significance of MAPE 
MAPE Significance 

Less than The predictive outcomes are exceptional. 
Between 10% and 20% The predictive outcomes are favorable. 

Between 20% and 50% The forecast outcomes are satisfactory. 

More than 50% Inaccurate predictive outcomes. 
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2.2.3. Hybrid model procedure 

The forecasting procedure employs this hybrid model as a composite model for the prediction interval 

t+k [43], [44], [56]. According to (4), the HWTES statistical technique generates estimation data, which is 

subsequently utilized as actual data in the FTS method employing the RoC and FbP algorithm approaches 

during the prediction period t+k. 

The FTS model integrates methodologies for RoC and FbP algorithms: 

Step 1: specify the set U. 

To illustrate this procedure, we will utilize the RoC set from time t to time t+1. Following the 

implementation of discretization techniques, (14) calculates the RoC of TS data [38]-[44], [56]. 

 

𝑅𝑜𝐶(𝑡+1) =
(𝑋(𝑡+1)−𝑋(𝑡))

𝑋(𝑡)
× 100 (14) 

 

X (t+1) represents the value at index time t, whereas X (t) denotes the actual value at index time t. The rate of 

change is referred to as RoC. Identify the lower limit (LL) and upper limit (UL) according to the RoC. In (15) 

can be employed for the calculation of U [43], [44], [56]. 
 

𝑈 = [𝐿𝐿 − 𝐷1, 𝑈𝐿 + 𝐷2] (15) 
 

Two integers, D1 and D2, facilitate the elucidation of the universal set, denoted by the sign U. 

The RoC data for GK reveals an LL value of 0.05, an UL of 18.02, a D1 of -0.05, and a D2 of 0.98. For 

JPM, we derive LL=-12.44 and UL=8.68, with D1=-0.56 and D2=0.32. Concerning PPM, the numbers are LL=-

12.99, UL=10.00, D1=-1.01, and D2=1.00. The calculated RoC defines U for GK as {0.00, 19.00}, for JPM as 

{-13.00, 9.00}, and for PPM as {-14.00, 11.00}. Calculate the quantity of interval classes utilizing (16) [64]. 
 

𝑀 = 1 + 3,3 ∗ 𝑙𝑜𝑔(𝑛) (16) 
 

A total of M intervals intersect with n RoC data points. Each example contains 24 RoC data points (GK, JPM, 

and PPM) due to identical causes. 
 

𝑀 = 1 + 3,3 ∗ log(24)  

𝑀 = 5.55≈6  
 

Subsequently, we employ (17) to determine the length of the equal distance between two points [63]. 
 

𝐿 =
𝑈𝐿−𝐿𝐿

𝑀
 (17) 

 

In the GK case, the interval length is L=(19.00-0.00)/6=3.17. The interval length in the JPM instance 

is L=(9.00-(-13.00))/6=3.67. In the PPM situation, the interval length is L=(11.00-(-14.00))/6=4.17. 

Consequently, the results of the technique produce an identical interval length. 

Step 2: segment the interval inside the given U into several intervals according to the frequency. 

The interval is either continuous, or it cannot be subdivided into smaller intervals based on frequency 

values if the frequency value lies between zero and one. These are the two potential outcomes. We explicitly 

incorporate and adapt the guidelines from [38], [39], [43]-[49]. The division for the forthcoming time follows 

the same protocols. 

Step 3: fuzzification involves precisely defining the fuzzy set. 

RoC fuzzification constructs each fuzzy set xi from the sub-intervals that constitute the interval-

defined fuzzy set. Consider the fuzzy set xi, which denotes the temporal alterations in the linguistic value of 

RoC. Utilizing the triangle membership function [45], [57], [63], as delineated in (18), ascertain the midpoint 

of the established interval to evaluate the expected value of RoC. 
 

𝐹𝑅𝑜𝐶 =

{
 
 

 
 

1+0.5
1

𝑎1
+
0.5

𝑎2

      , 𝑖𝑓 𝑗 = 1,

0.5+1+0.5
0.5

𝑎𝑗−1
+
1

𝑎𝑗
+

0.5

𝑎𝑗+1

 , 𝑖𝑓 2 ≤ 𝑗 ≤ 𝑛 − 2,

0.5+1
0.5

𝑎𝑛−1
+
1

𝑎𝑛

          , 𝑖𝑓 𝑗 = 𝑛.

 (18) 

 

Step 4: assess the values and defuzzify the information. 

To forecast information, we calculate F(t) utilizing the findings from the RoC (FRoC) forecasts [38], 

[39], [43], [44], [56]. In (19) provides the value of F(t). 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 15, No. 1, February 2026: 810-826 

816 

𝐹(𝑡) = (
𝐹𝑅𝑜𝐶

100
∗ 𝑥𝑡−1) + 𝑥𝑡−1 (19) 

 

In this context, the variable X(t-1) denotes the actual data up to time t-1. 

Step 5: utilize the values derived from (12) and (13) to ascertain the mean error linked to the forecasts. 

 

2.2.4. Evaluating the outcomes of predictions 

This section conducts comparisons grounded in a study of the forecast outcomes of each model. The 

predictive performance is evaluated using standard accuracy metrics, including MAPE. These criteria enable a 

consistent and objective comparison of forecasting accuracy across different models.  

 

2.2.5. Pseudocode 

To guarantee consistency, we provide concise pseudocode outlining the algorithmic phases to 

elucidate the procedure. The stages of the algorithm are delineated in Table 3. 

 

 

Table 3. Pseudocode: hybrid HWTES–FTS forecasting 
𝐒𝐭𝐫𝐮𝐜𝐭𝐮𝐫𝐞 Algorithm 

𝐆𝐥𝐨𝐛𝐚𝐥 INPUT: 
  D =  time series data (2002 − 2022) for variables {GK, JPM,PPM} 
  H =  prediction horizon (e. g. , 2023 − 2026) 
  s =  seasonal period (1, 2, or 4) 
  Grid α, β, γ =  [0.01 …  1.0] 
  K =  number of CV folds 
OUTPUT: 
  Forecasts for each variable using HWTES, FTS, and HYBRID 
  Evaluation metrics (MAPE) 

Functions MAPE(y_true, y_pred) 
HWTES_Forecast(series, s, α, β, γ, horizon,mode): 
  Apply additive or multiplicative Holt −Winters equations 
  Return forecast for horizon steps 
TuneHWTES(series, s, grid α, β, γ, K,mode): 
  Perform grid search with rolling − origin CV 
  Return best (α, β, γ) 
Compute_RoC(series): 
  Return percentage rate of change series 
BuildUniverse(RoC): 
  Partition universe of discourse into fuzzy intervals 
  Return refined intervals 
Build_TriMFs(intervals): 
  Construct triangular membership functions 
  Return MF set 
Fuzzify(value,MF) 
Defuzzify(membership,MF) 
FTS_Forecast(series, horizon): 
  Compute RoC 
  Build universe and MF 
  Estimate future RoC using last observed value 
  Transform back to forecasted series 
  Return forecast 
Combine_Hybrid(hwtes_pred, fts_pred): 
  Learn weights from CV (or assign manually) 
  Return weighted hybrid forecast 

Main Pipeline Forecast_Variable(series, s, grid α, β, γ, K, horizon,mode): 
  (α ∗, β ∗, γ ∗)  =  TuneHWTES(series,… ) 
  hwtes_pred =  HWTES_Forecast(series, α ∗, β ∗, γ ∗, horizon,mode) 
  fts_pred   =  FTS_Forecast(series +  hwtes_pred, horizon) 
  hybrid_pred =  Combine_Hybrid(hwtes_pred, fts_pred) 
  Return all forecasts and best parameters 
Evaluate_All(true_values, hwtes, fts, hybrid): 
  Compute RMSE for each model 
  𝐑𝐞𝐭𝐮𝐫𝐧 𝐦𝐞𝐭𝐫𝐢𝐜𝐬 

𝐌𝐚𝐢𝐧  For each variable in {GK, JPM, PPM}: 
  Extract time series 
  Forecast using Forecast_Variable 
  Store results (parameters, forecasts) 
Return results 
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3. RESULTS AND DISCUSSION 

The research utilizes historical data on poverty in Central Java spanning from 2002 to 2022. Our 

conclusions are derived from historical annual statistics on poverty in Central Java, specifically concerning 

GK, JPM, and PPM, with an emphasis on observations for the forthcoming projected period. To forecast the 

next period, we utilize the HWTES model, which is integrated into the FTS forecasting model employing RoC 

and FbP algorithm methodologies. 

 

3.1.  Results of the Holt-Winters triple exponential smoothing model 

This study identified the best parameters α, β, and γ [59], [60]. Three parameters, α, β, and γ, regulate 

the relative smoothing of newly generated observations [59], [60]. The γ parameter regulates the smoothness 

of the processing of fresh observations to ascertain trend development, whereas the α parameter detects the 

existence of seasonal characteristics. 

As per references [59], [60], we randomly choose the values of the α, β, and γ variables, which range 

from 0 to 1, or by minimizing the predicted error value. The HWTES methodology employs three smoothing 

variables. The α parameter is the primary variable that regulates the relative smoothing of observations. The β 

parameter is the second variable, responsible for regulating the relative smoothing of the most recent 

observations to ascertain the progression of a trend or its components. 

The γ parameter regulates the relative smoothing of the latest observations and dictates the existence 

of seasonal components. In the research under consideration, we employ trial and error to determine the α, β, 

and γ values to reduce forecasting errors on test data. Table 4 illustrates the fluctuations in the α, β, and γ 

parameters utilized in this study.  

Central Java exhibits three categories of poverty: GK, JPM, and PPM. According to the RMSE, which 

indicates the average squared errors, Table 4 presents the HWTES model with optimal α, β, and γ values. In 

(12) and (13) are employed to compute MAPE, while (20) [65] is utilized for RMSE calculation. 

 

𝑅𝑀𝑆𝐸 = √
∑ (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖−𝐴𝑐𝑡𝑢𝑎𝑙𝑖)

2𝑁
𝑖=1

𝑁
 (20) 

 

 

Table 4. RMSE and ideal parameter values 
Poverty (α) (β) (γ) RMSE 

GK 0.26 1.00 0.88 23533.09 

JPM 0.44 0.28 1.00 336.82 

PPM 0.35 0.37 1.00 1.03 

 

 

Figures 2 to 4 presents the results of three poverty forecasting models (GK, JPM, and PPM) in Central 

Java. The anticipated results, as ascertained by the HWTES methodology, illustrate the degree to which the 

projected outcomes for all three scenarios (GK, JPM, and PPM) align with the actual facts. 

 

 

 
 

Figure 2. A graph depicting prediction outcomes with the hybrid model for GK 
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Figure 3. A graph depicting prediction outcomes with the hybrid model for JPM 

 

 

 
 

Figure 4. A graph depicting prediction outcomes with the hybrid model for PPM 

 

 

This study uses the traditional HWTES prediction method to estimate the time t+4. Table 5 presents 

the results of the projections for individuals in Central Java with GK, JPM, and PPM for the years 2023, 2024, 

2025, and 2026. The FTS approach, in conjunction with the RoC and FbP algorithms, synthesizes the predictive 

outcomes presented in Table 5, which serve as real-time series data for forecasting purposes. 

 

 

Table 5. Projecting the results of the HWTES model over the subsequent four periods 
Year GK JPM PPM 

2023 457250.68 3672.93 10.13 
2024 488555.76 3924.88 10.89 

2025 504545.76 3954.69 11.12 

2026 535118.25 3564.04 10.00 
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3.2.  Outcomes of the fuzzy time series model utilizing the rate of change algorithm 

Initially, we obtain the RoC statistics depicted in Figures 5 to 7 from (14). The objective of the RoC 

data is to categorize TS occurrences and define the RoC-based discourse framework. The discretization process 

of FTS theory reduces the complexity of the discourse world. By correlating historical data, this procedure 

constitutes the initial phase in priming the discursive realm for quantitative assessment. 

 

 

  
 

Figure 5. The graph illustrates the RoC for GK 

 

Figure 6. The graph illustrates the RoC for JPM 

 

 

 
 

Figure 7. The graph illustrates the RoC for PPM 

 

 

The initial steps in creating the discourse universe U, grounded in the RoC results, necessitate the 

application of (15) to (17). These procedures involve calculating the LL and UL, rounding the results, and 

ascertaining the quantity and length of each interval. Table 6 illustrates the results of identifying the universe 

of discourse U and its frequency. 

 

 

Table 6. Establishing the universe of discourse (U) and its frequency 

U 
GK JPM PPM 

Interval Frequency Interval Frequency Interval Frequency 

U1 {0.00, 3.17} 2 {−13.00,−9.33} 2 {−14.00,−9.83} 1 

U2 {3.17, 6.33} 9 {−9.33,−5.67} 6 {−9.83,−5.67} 9 

U3 {6.33, 9.50} 9 {−5.67,−2.00} 5 {−5.67,−1.50} 7 

U4 {9.50, 12.67} 3 {−2.00, 1.67} 7 {−1.50, 2.67} 3 

U5 {12.67, 15.83} 0 {1.67, 5.33} 1 {2.67, 6.83} 2 

U6 {15.83, 19.00} 1 {5.33, 9.00} 3 {6.83, 11.00} 2 

 

 

After delineating U into equal intervals, such as u1, u2, u3,..., un, partition the interval based on the 

frequency quantity into several smaller intervals: below are the necessary actions to follow: upon determining 

the quantity of RoC frequencies within each interval, subdivide it into smaller intervals according to that 

quantity. If the interval encompasses one or zero RoC frequencies, it remains constant and does not necessitate 

division. Table 6 presents an illustration of the GK scenario. The interval frequency is {0.00, 3.17}, indicating 

a total of two. During this interval, there exist two subintervals. The intervals {3.17, 6.33} and {6.33, 9.50} 
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can be divided into nine smaller intervals. The interval {9.50, 12.67} has three subintervals. Given the presence 

of only two frequencies 0 and 1 the intervals {12.67, 15.83} and {15.83, 19.00} do not necessitate subdivision 

into several sub-intervals. In the context of partitioning an interval into numerous sub-intervals, both the JPM 

and PPM scenarios do this operation identically. To calculate the Forecasting RoC (FRoC) for GK, JPM, and 

PPM in FTS, we identify the median value of each subinterval and subsequently apply the triangle membership 

function outlined in (18). Figures 8 to 10 illustrate a contrast between the estimated findings and real poverty 

data (GK, JPM, and PPM) in Central Java, derived from (19). 

 

 

 
 

Figure 8. Graph depicting the predictive outcomes of the hybrid model in comparison to actual GK data 

 

 

 
 

Figure 9. Graph depicting the predictive outcomes of the hybrid model in comparison to actual JPM data 

 

 

In (19) underpins the forecasting computations for the years 2023, 2024, 2025, and 2026, employing 

the proposed hybrid model. Table 7 displays the expected results for the next four years. Table 8 displays 

forecast outcomes for the forthcoming four years by employing various other models. 
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Figure 10. Graph depicting the predictive outcomes of the hybrid model in comparison to actual PPM data 

 

 

Table 7. Forecast results of the hybrid model for the subsequent four periods 
Year GK JPM PPM 

2023 456522.10 3716.08 10.19 

2024 488581.86 3932.28 10.84 

2025 503703.98 3952.03 11.12 
2026 535561.90 3593.46 11.09 

 

 

Table 8. Forecast outcomes for the subsequent four years utilizing other models 
Model Year GK JPM PPM 

DES 2023 382654 4142 10.91 
2024 400211 4098 10.63 

2025 417768 4055 10.36 

2026 435325 4011 10.08 
SES 2023 362810 4205 11.23 

2024 362810 4205 11.23 

2025 362810 4205 11.23 
2026 362810 4205 11.23 

FTS Chen 2023 395000 4100 10.50 

2024 415000 3900 10.00 
2025 435000 3700 9.50 

2026 455000 3500 9.00 

FTS Lee 2023 390120 4050 10.80 
2024 412550 3920 10.40 

2025 435080 3790 10.00 

2026 457600 3660 9.60 
FTS Cheng 2023 392500 4020 10.70 

2024 416200 3880 10.30 

2025 440000 3740 9.90 
2026 463800 3600 9.50 

ARIMA 2023 348257 4401 12.42 

2024 363289 4357 11.82 
2025 378321 4319 11.23 

2026 393353 4285 10.63 

SARIMA 2023 455420 3926 11.05 
2024 473815 3968 10.98 

2025 492090 4001 10.91 

2026 510505 4036 10.84 
LSTM 2023 427638 3984 11.53 

2024 435912 3985 11.54 

2025 442307 3985 11.55 
2026 442606 3986 11.54 
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3.3.  Comparative results 

Table 9 shows that the proposed hybrid model consistently outperforms all benchmark methods, 

including Holt–Winters triple exponential smoothing (HWTES), double and single exponential smoothing 

(DES, SES), Chen’s, Lee’s, and Cheng’s fuzzy time series (FTS), autoregressive integrated moving average 

(ARIMA), seasonal autoregressive integrated moving average (SARIMA), and long short-term memory 

(LSTM), as evidenced by the comparative analysis of forecasting results. 

 

 

Table 9. Evaluating the model's performance outcomes using MAPE 

Poverty 
MAPE (%) 

HWTES DES SES FTS Chen FTS Lee FTS Cheng ARIMA SARIMA LSTM HYBRID 

GK 6.4 2.5 3.3 2.4 1.9 1.8 3.5 2.9 6.2 0.7 

JPM 4.4 6.8 7.9 6.0 4.9 4.7 10.6 8.5 4.1 0.9 
PPM 4.5 4.9 5.9 4.9 3.9 3.9 7.7 6.1 3.8 1.6 

 

 

We conducted a comparison of outcomes from eleven forecasting models for GK, JPM, and PPM. 

MAPE is a performance metric that signifies the accuracy of a forecasting model. Extremely low MAPE values 

across all categories signify the most precise models in this dataset, with the hybrid and Lee's FTS models 

demonstrating this trait. In comparison to other models, the HWTES, SARIMA, and LSTM models 

demonstrate elevated MAPE values, particularly in specific categories. The effectiveness of various FTS 

variants varies; Chen's FTS and Cheng's FTS demonstrate comparable performance; however, Lee's FTS yields 

commendable outcomes. The effectiveness of the exponential smoothing models (SES, DES, and HWTES) 

varies on their smoothing capacities. DES routinely surpasses SES and HWTES in all categories. 

 

 

4. CONCLUSION 

The preceding part outlined the observational findings, which illustrate the multiple advantages of the 

hybrid model forecasting introduced in this study. For example, it produces results deemed precise, with a 

MAPE of under ten percent in each poverty scenario (GK, JPM, and PPM). 

This study illustrates that the proposed hybrid model is adept at managing TS data predictions. A 

poverty case study in Central Java revealed that the computation of GK, JPM, and PPM situations is highly 

precise. The precision is evidenced by the error test employing the MAPE method for each case, which 

produces negligible results. The error rate for GK stands at 0.7%. The outcomes are 0.9% for the JPM scenario 

and 1.6% for the PPM instance. This hybrid model demonstrates more accuracy compared to the findings 

produced by the HWTES and other models. 

As a result, we may use this hybrid model as a decision-making tool to create strategic plans for the 

near future, including the planning and enhancement of poverty alleviation initiatives in Central Java. In the 

future, we expect that additional scholars will develop this hybrid forecasting model, broadening its use beyond 

poverty-related issues to more intricate scenarios. 
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