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1. INTRODUCTION

Textual data available on digital media, blogs, forums, and customer assessments has risen
exponentially. These modes are common for expressing emotions, intentions, and thoughts [1]. Mining
emotional signals from text is crucial topic of affective computing and natural language processing (NLP).
Text based emotion detection (TBED) is widely used in consumer behavior investigation, mental health
monitoring, personalized suggestions, and social media moderation [2]. Originally sentiment analysis
classifies positive, negative, or neutral emotions. However, crude classification typically fails to convey the
complexity of human emations [3]. Emotions are conscious psychological reactions (like love, hate, or terror)
that are subjectively experienced as powerful feelings focused on a specific entity and typically accompanied
by physiological and behavioral changes in the human organism (American Psychological Association —
APA 2023) [4]. This multidimensional emotion classification provides psychological insights and benefits
real-world decision-making systems [5]. TBED has progressed so much all because of machine learning
(ML) algorithms. Due to their robustness and capacity to learn from labelled data models like support vector
machine (SVM), Naive Bayes (NB), and random forest (RF) [6]. These models beat traditional technique of
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mining such as rule and lexicon approach, which struggle to keep up with language's rapid growth and
dependency on context. However, typical ML methods sometimes struggle with real time voluminous data
such as Twitter, where over 500 million tweets are generated daily [7]. Human-computer interactions (HCI)
require emotion recognition as computers don't feel emotions, but researches show that user engagement is
just as central as technological [8]. Emotion-aware computing improves personalization and user experience
by tailoring responses to emotional inputs [9]. By analyzing online input, organizations may enhance system
effectiveness, HCI tactic, and decision-making. Data collection and analysis technologies pervasiveness in
people's daily lives produces gigantic amounts of data about users and their behaviors, resulting in the
Internet of Behaviors and exponential data growth [10]. TBED can help in developing adaptive systems,
response architecture like user comments on Mobile eCommerce apps [11], evaluate interactive systems, and
comprehend people's thinking to check mental wellness can reveal user true challenges [12]. Brevity and
casual language make short-text sorting difficult, worsening inflexibility. Recent ML techniques like
ensemble learning have been useful in malware detection, music identification, image and text classification
[13]-[17]. The effectiveness of the ensemble system is due to “the wisdom of crowds” i.e., diversifying
baseline classifier.

Recently, ensemble of deep learning (DL) models also outperformed in TBED than others because
of reducing variance and leverages complementary strengths of DL models [18]-[21]. Furthermore, ensemble
learning methods mitigate baseline model drawbacks. There are several ensemble approaches in the literature
mainly voting, boosting, bagging, and stacking [22]. Table 1 lists pros and cons of each.

Table 1. Ensemble technigue summary

Ensemble technique Pros Cons
Voting - Simple. - All models treated equally (until weight is assigned).
- Reduce risk of poor performance of base
classifier.
Bagging - Reduce variance (prevents overfitting). - Bias is high.
- Excellent handles high-dimensional data. - Compute intensive.
- Allow weak learners outperform strong ones. - Loss of model interpretability.

- Strong against noise or outliers.
- Easy implementation and adaptability

Boosting - Lowers variance. - Slower training.
- Ease of model interpretability. - Compute intensive.
- Every classifier must fix the mistakes of its
predecessors.
- Scalability issues associated with sequential training.
Stacking - Deeper data comprehension. - Final model interpretation difficulty.
- More reliable. - Computational complexity (in time).
- Used to group diverse strong learners. - Higher tendency to overfit.

Hard and soft voting are common subtype of voting ensemble approach for prediction. Hard voting
or majority voting, uses discrete class labels predicted by separate models to select the most popular class
[23]. Whereas soft voting employs each model's predicted probability for more nuanced and accurate results,
especially when confidence levels vary. These voting done on static weight ignoring model performance
across contexts. Based on this foundation, the proposed model in this study uses variation of soft voting,
where a neural network (NN) dynamically adjusts the contributions of each base classifier instead of equal
weighting or majority voting.

TBED remains a challenging task due to overlapping emotional categories, imbalanced datasets, and
the limited generalization ability of individual classifiers. This study addresses the challenge of improving
multi-class emotion detection from textual data, a task where traditional classifiers often struggle with
overlapping semantic cues. While prior research has employed ensemble learning or DL for sentiment and
emotion recognition, but most works are limited either by small-scale datasets, fixed-weight voting strategies,
or lack of adaptability across emotion categories [24]-[27]. These limitations highlight the need for more
flexible ensemble frameworks that can dynamically exploit the strengths of different base classifiers. To
address this gap, our contribution lies in proposing a NN based ensemble with dynamic weight adaptation,
enabling baseline models such as SVM, NB, RF, and eXtreme gradient boosting (XGBoost) to emphasize
their relative strengths making ensemble prediction more resilient and flexible. This integration improves
classification and system reaction to complex, nuanced emotional content in brief texts. The suggested model
improves TBED, HCI, and emotion-aware Al systems using benchmark dataset. The rest of the article is
organised as follows: in section 2, we discuss methods utilised and proposed model to address the problem.
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Section 3 covers experiments, results, and comparisons of several models for the given topic. Section 4
presents the conclusion and future scope.

2. METHOD

The meta-learning architecture in this study adjusts base classifiers contributions to input data
attributes, unlike static voting classifiers with fixed weights. Figure 1 shows the NN based soft voting
workflow from data preprocessing and base classifier predictions to adaptive weight assignment. Here, firstly
data is rigorously preprocessed to improve and standardize textual inputs. SVM, RF, NB, and XGBoost
served as base classifiers which identify emotions independently. Further NN that assigns dynamic weights
to base classifiers acts as a meta-learner instead of directly predicting the emotion, it learns how much trust
(weight) to put on each base classifier depending on their strengths for different classes. This approach
optimizes model strengths and refines decision-making through learnt weight assignments.

Text Data
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Figure 1. Ensemble framework with adaptive dynamic weighting

2.1. Feature engineering

Text classification uses feature engineering to keep only the most significant traits from text. It
includes feature extraction which create numerical feature vectors from preprocessed text, term frequency —
inverse document frequency (TF-IDF) vectorization used in this study. Identifying the most effective textual
features capable of accurately estimating emotions as by selecting the relevant features cuts overfitting,
computational complexity, and thus improve model performance [28]. Our study used the filter-based
statistical approach chi-square (y2) for feature selection. The y? approach examines the statistical association
between features and labels to assess their impact on classification. The top 500 traits are chosen using the ¥2
test to prioritize the most important qualities for predictions.

2.2. Classification models

Ensemble learning highly depends upon diversity of combined base model and should
complementarity in nature to accomplish robust categorization. In this study heterogeneous base classifier
those with good accuracy like SVM for high-dimensional text characteristics, RF due to its robustness to
overfitting, NB for probabilistic interpretability, and XGBoost for non-linear decision boundaries were
chosen. The suggested solution is uncommon since these classifiers assign adaptive weights. Traditional
ensemble learning assigns fixed weights to classifiers, assuming their contributions remain consistent across
all instances. However, real-world online textual data is often highly variable: new slang, evolving
sentiments, and domain shifts can significantly impact classifier reliability. Thus, a dynamic weight
adaptation mechanism is introduced to improve performance in such unpredictable environments.

2.3. Meta-learner architecture

The adaptive weight allocation for the ensemble classifiers is attained over a multi-layer perceptron
trained on predicted probabilities of base classifiers thus help in determine optimal weight distributions for
them. These learned weights are subsequently incorporated into a soft voting NN based ensemble classifier.
The NN weighting mechanism is suitable for learning complex inter-classifier relationships because it
approximates non-linear functions. This adaptive approach ensures that classifiers exhibiting higher
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confidence in specific instances contribute more significantly to the final classification decision, thereby
optimizing overall predictive performance. Algorithm 1 states the meta learner architecture working flow.

Algorithm 1. Dynamic weight assignment for soft voting using neural network

Input: Py, P,, ..... P, Probability distributions from n base classifiers (size: n * m where m is the number of

emotion classes). Additional contextual features (optional) like Confidence scores or entropy of predictions.

Output: W: Dynamic weights for each base classifier.
Pfingi- Final predicted emotion class label.

Steps for Dynamic Weight Assignment for Soft Voting NN

Step 1: Prepare Input for NN

1. Combine Probability Distributions: Flatten the probability distribution of each base classifier.

Input to NN: [P, P;_,, ..., By, | Where Picjdenotes the probability predicted by the i-th base

classifier for the j-th class. If n classifiers and m emotion classes, the input vector will have a size of
n*xm.
Step 2: Neural Network Architecture
1. Input Layer: Accept the flattened probability distribution vector (confidence scores) from the base
classifiers.
2. Hidden Layers: Fully connected layers with ReLU to learn the non-linear relationships between the
outputs of the base classifiers.
3. Output Layer: Outputs dynamic weights for each base classifier. Activation function: Softmax to
normalize the weights so their sum is 1.
e Output: W = [wy, W, ..., w,],where w; represents the dynamic weight for the i classifier.
Step 3: Train the Neural Network
1. Obijective: Minimize error (e.g., cross-entropy loss) to assign optimal weights that maximize
classification accuracy.
2. Training Dataset: Train the network to learn the optimal weights that combine the classifier
predictions effectively.
3. Loss Function: Loss function such as cross-entropy to compare the combined prediction (weighted
by W) with the true label.
Step 4: Dynamic Weight Adaptation During Inference
1. Generate Dynamic Weights: For each test sample, pass the predicted probabilities from each base
classifier through the trained NN to generate dynamic weights Wi;.
2. Final Prediction: Apply the weights W, to the probability distributions: Pg,, = X, w; X P;
where P; is the predicted probability from the i-th classifier, and w; is its corresponding weight.
e Prediction: Assign the final predicted class label by taking the argmax over the weighted
probabilities: ¥ = arg max(Pgp,1)-

3. RESULTS AND DISCUSSION

To ensure that our suggested model is as accurate as possible, we have carried out different kinds of
tests on the multitext dataset that consists of phrases, tweets, and dialogues. Base models like SVM, NB, RF,
and XGBoost were implemented individually and in combination using hard and soft voting, followed by a
NN-based weighted ensemble for multi-class emotion classification.

3.1. Experimental results

All experiments were conducted on a desktop processor running with Windows 10 operating
system. The models discussed and compared in the above sections were implemented in Python. The
"Emotions" dataset which contains English-language tweets meticulously labelled with 6 emation classes:
sadness (0), joy (1), love (2), wrath (3), fear (4), and surprise (5) used for this study, was obtained from
Kaggle [29]. Approximately 417K Twitter comments were originally collected. We extracted balanced
subsets for each emotion for our experiment as data is intrinsic in original nature. Stratified sampling is used
to create three balanced datasets of 30K, 60K, and 90K samples. This method distributes emotions evenly,
preventing class imbalance, and providing enough cases to train classifiers.

3.2. Performance evaluation

For quantifying the performance of the proposed framework, it is necessary to have model’s
assessment metrics. A complete description of outcomes of the base models, shown by confusion matrix
(CM) in Figures 2(a)-(f) for the six different classes of emotions (0-5). The operation flow employs
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pipelining of data preparation, feature extraction, and subsequent classification via dynamically weighted
ensemble learning. The efficacy of classifier's is encapsulated by emphasizing the share of valid predictions
along the diagonal and the dispersion of false predictions across six emotion categories. CM presents an
evident demonstration of how well the model differentiates across multiple emotions and where sporadic
confusions occur. Such an evaluation is crucial in multi-class emotion detection tasks, as it not only reflects
the robustness of the approach but also offers insights into model behavior for improving classification
strategies. 80-20 cross validation is used out for model's evaluation. From Figure 2(g), it quite evident that
the proposed dynamic NN based method uniformly surpassed static baselines, including equal-weight soft
voting and majority voting, with improvements reflected in both accuracy and class-wise error reduction.
This validates that this dynamic weight adaptation facilitates direct to performance boost over fixed heuristic
techniques.
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Figure 2. CM of six emotion classes using different classifiers; (a) RF, (b) NB, (c) SVM, (d) XGBoost, (¢)
hard voting, (f) soft voting, and (g) proposed NN weight

Evaluation is also performed on the outcomes of each model, but per-class accuracy is not reported
here as it is typically inflated by the large number of TN in multi-class settings. Instead, we follow the scikit-
learn convention of reporting precision, recall, and F1-score per class, which provide a more reliable measure
of class-level performance. Since our dataset is nearly balanced, these metrics fairly represent the model’s
effectiveness as shown in Tables 2-8. which indicates that NN based dynamic voting classifier performed
equally well in classifying the all emotions separately.

A concise summary of the quantitative results obtained by the different classifiers that were
mentioned before is depicted in Figure 3, which clearly shows that the proposed model with NN weight attain
highest overall classification accuracy of 97.84% and guarantees that the base classifiers who contribute
more to correct predictions get increased influence in participation.
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Table 2. Classification result of different classes Table 3. Classification result of different classes

using RF using NB
Class Precision  Recall F1l-score Class Precision Recall F1-score
Sadness (0) 93.91 94.28 93.95 Sadness (0) 93.91 94.28 93.95
Joy (1) 9349 9411 9381 Joy (1) 93.49 94.11 93.81
Love (2) 93.42 93.11 93.29 Love (2) 93.42 93.11 93.29
Anger (3) 9369 9412 9391 Anger (3) 93.69 94.12 93.91
Fear (4) 93.47 92.32 92.90 Fear (4) 93.47 92.32 92.90
Surprise (5) 93.62 93.51 93.37 Surprise (5) 93.62 93.51 93.37

Table 4. Classification result of different  Table 5. Classification result of different

classes using SVM classes using XGBoost

Class Precision  Recall  Fl-score Class Precision  Recall Fl-score
Sadness (0) 89.91 90.57 90.24 Sadness (0) 92.96 91.77 92.36
Joy (1) 9041 9111  90.76 Joy (1) 9293 9240  92.66
Love (2) 91.08 9076  90.92 Love (2) 9274 9313 9294
Anger (3) 91.04 9094  90.99 Anger (3) 9230 9273 9251
Fear (4) 9064  91.02  90.83 Fear (4) 9295 9282  92.89
Surprise (5) 90.61 89.21 89.95 Surprise (5) 91.50 92.54 92.02

Table 6. Classification result of Classification result of different classes

different classes using hard voting using soft voting

Class Precision  Recall Fl-score Class Precision  Recall F1-score
Sadness (0) 93.60 93.84 93.72 Sadness (0) 93.44 93.41 93.43
Joy (1) 9424 9310  93.67 Joy (1) 9288 9380  93.34
Love (2) 93.85 93.94 93.89 Love (2) 93.50 93.53 93.51
Anger (3) 93.33 93.99 93.66 Anger (3) 93.68 93.85 93.76
Fear (4) 9372 9362 9367 Fear (4) 9320 9288  93.04
Surprise (5) 9331 9357  93.44 Surprise (5) 9313 9237  92.74

Table 8. Classification result of different classes using NN voting

Class Precision  Recall F1-score
Sadness (0) 98.00 97.69 97.84
Joy (1) 97.82 97.65 97.90
Love (2) 97.56 97.66 97.61
Anger (3) 97.55 98.14 97.85
Fear (4) 97.97 97.66 97.81

Surprise (5)  98.13  97.88  98.00

100
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Figure 3. Performance evaluation of different techniques

3.3. Ablation study

We tested different optimizers, learning rate (LR), and batch size varied between 64, 128, and 256,
and epoch to find stable hyperparameter settings concurrently while keeping the overall architecture fixed,
which is summarized in Table 9. Early stopping (patience=5) and dropout (rate=0.3) were applied to mitigate
overfitting, while validation monitoring ensured stable convergence.
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Table 9. Architecture details of meta-learner

Layers Configuration
Input Predictive probabilities from base classifiers
Hidden 128 (ReLU), 64 (ReLU)
Output Softmax, 6 classes
LR 0.001, 0.0001

Optimizer ~ ADAM and SGD
Batch size 64, 128, and 256
Epoch 10, 20, and 30

Further the ablation study that was carried out using the proposed adaptive strategy with soft voting
technique is summarized in Table 10, which offers a succinct description of the study. However, these
experiments may have blended learning paradigms without entirely isolating the influence of the NN-based
weighting method. It is possible to demonstrate, from the Table 10, that the optimizer Adam produced the
most optimum output as compared to SGD with different hyperparameters combination.

We separated the effect of y? feature selection by running the NN-based ensemble with and without
feature filtering. According to Table 11 of this study, the accuracy dropped from 97.84% (with ¥?) to 89.67%
(without y2). This shows that feature selection with ¥2 cuts down on noise and boosts the model’s ability.

Table 10. Ablution study of the proposed model
Optimizer  (LR) Epochs  Batch size  Accuracy (%) Loss

Adam 0.001 10 64 92.56 0.7438
Adam 0.001 10 128 93.98 0.7875
Adam 0.001 10 256 93.63 0.6653
Adam 0.0001 10 64 92.85 0.1670
Adam 0.0001 10 128 93.61 0.1593
Adam 0.0001 10 256 93.97 0.1431
Adam 0.001 20 64 95.86 0.2396
Adam 0.001 20 128 94.77 0.2854
Adam 0.001 20 256 96.09 0.2432
Adam 0.0001 20 64 94.33 0.0174
Adam 0.0001 20 128 97.49 0.0256
Adam 0.0001 20 256 97.05 0.0234
Adam 0.001 30 64 96.11 0.0146
Adam 0.001 30 128 97.84 0.0094
Adam 0.001 30 256 96.94 0.0178
Adam 0.0001 30 64 94.94 0.0335
Adam 0.0001 30 128 95.03 0.0143
Adam 0.0001 30 256 96.77 0.0151
SGD 0.001 10 64 89.61 0.7347
SGD 0.001 10 128 90.85 0.7452
SGD 0.001 10 256 89.97 0.6419
SGD 0.0001 10 64 84.60 0.4162
SGD 0.0001 10 128 86.89 0.3776
SGD 0.0001 10 256 87.06 0.3786
SGD 0.001 20 64 88.33 0.0334
SGD 0.001 20 128 92.68 0.0286
SGD 0.001 20 256 93.84 0.0290
SGD 0.0001 20 64 87.98 0.0330
SGD 0.0001 20 128 93.73 0.0284
SGD 0.0001 20 256 94.48 0.0206
SGD 0.001 30 64 91.83 0.0247
SGD 0.001 30 128 92.73 0.0191
SGD 0.001 30 256 93.97 0.0201
SGD 0.0001 30 64 94.88 0.0114
SGD 0.0001 30 128 95.64 0.0189
SGD 0.0001 30 256 96.84 0.0113

Table 11. Proposed model’s performance over feature selection technique
Case  Feature selection  Accuracy (%) Loss Precision (%) Recall (%) Fl1-score (%)
1 89.67 0.697 82 79 74
2 Chi-Square (%) 97.84 0.0094 97 97 97

Figure 4 presents the model’s accuracy-loss graph, which confirms that the model boosts
classification efficacy with rising accuracy and declining loss metrics across every epoch. This visualization
aids in assessing the robustness and consistency of the models.
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Figure 4. Training and validation performance of proposed NN weight respectively

The results clearly indicate that, in addition to accuracy, other factors such as dataset size and
computational complexity should be considered when determining the best-performing model. For this we
compared our proposed model effectiveness against existing approaches [18], [24]-[27] as shown in
Table 12. It can be concluded that proposed model outperformed than that of prior studies employed on
relatively smaller datasets and DL base models. In contrast, our framework was trained on a much larger
dataset with a greater number of emotions classes consistently achieve higher accuracy and balanced
performance, thereby demonstrating robustness and scalability compared to earlier static or task-specific
methods which often fail to exploit the class-specific strengths of individual models. Earlier literature on
adaptive ensembles, we identify that this approach introduces additional computational cost and effectiveness
of output heavily depends on maintaining sufficient diversity among base classifiers, which may limit
generalization if the ensemble composition is too homogeneous. Due to potential limitation of a baseline
models, the ensemble’s progress may be confined, and more testing on various real-world datasets is needed
to confirm scalability.

Table 12. Accuracy comparison of our proposed study with similar literature studies

Source and publication Dataset type Emotion Base model Ensemble accuracy
year classes/total count

Mohammed and Kora Arabic-Egyptian 10K GRU, LSTM, and CNN SVM=93.2% (soft

(2023) [18] Corpus 2 voting)

Al-Laith and Shahbaz Dialects Tweets 55K GRU, LSTM, and CNN LG=83.2% (soft

(2021) [24] voting)

Xu et al. (2020) [25] Sina Weibo/English 2 CNN, SVM, LSTM, and RNN  CNN=97%

Rane and Kumar (2018)  US Airlines 3,14K GRU and LSTM GB=85.3% (soft

[26] voting)

Thiab et al. (2024) [27]  SemEval 2019 4,40 K CNN and BERT 94.4% (soft)
RoBERTa and XLNeT 93.3%(hard)

Proposed Emotion (Kaggle) 6,90 K SVM, NB, RF, and XGBoost NN=98%

(soft voting)

4. CONCLUSION

Through the incorporation of a novel adaptive NN based dynamic weight assignment into ensemble
framework, this research presents a fresh approach to the multi-class emotion detection. When it comes to
processing extremely changing online short textual data, the adaptability of the model is improved by the
utilization of NN to dynamically calculate classifier weights. The findings of the empirical research verify the
usefulness of this approach, revealing that it performs exceedingly well in comparison to the conventional
ensemble classifiers. This methodology provides a solid framework for the classification of sentiments and
emotions, and it has the potential to be utilized in real-time opinion mining as well as intelligent HCI
systems. Building on this foundation, future research may focus on extending the model to cross-lingual and
code-mixed datasets, integrating transformer-based embeddings such as BERT and RoBERTa, and finding
more critical emotions like sarcasm and offensive language. Such generalization would enhance the model’s
applicability to diverse adapting the framework for real-time applications.
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