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 This sarcasm detection is a crucial subtask in natural language processing 

(NLP) particularly for sentiment analysis and conversational AI. Its 

complexity lies in interpreting context, tone, and intent beyond literal 

meanings. Traditional models often struggle to capture such nuances, 

especially in informal and diverse language settings. Moreover, existing 

approaches lack computational efficiency and fail to adapt well across 

different domains. This study evaluates three benchmark datasets—News 

Headlines, Mustard, and Reddit (SARC)—representing structured, scripted, 

and conversational sarcasm, respectively. Each dataset poses unique 

linguistic and contextual challenges. The proposed methodology integrates 

transformer-based models (RoBERTa and DistilBERT) with context 

summarization using BART and metadata embedding. A comparative 

analysis is conducted on both linguistic accuracy and computational 

efficiency. The novelty lies in aligning sarcasm detection performance with 

architectural optimization for real-time deployment. Evaluation is conducted 

using accuracy, F1-score, Jaccard coefficient, precision, and recall. Results 

show that RoBERTa delivers peak performance, while DistilBERT achieves 

a 1.74× speedup with competitive results, making it suitable for scalable and 

efficient sarcasm detection. 
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1. INTRODUCTION 

Sarcasm is an essential aspect to acknowledge for natural language processing (NLP) applications 

like sentiment analysis, social media moderation, and right now chatterbots. Sarcasm is the effective 

incongruity between expressed literal and actually intended meaning, which are quite difficult for traditional 

methods to detect. Traditional rule-based and a-priori feature-engineered techniques [1], [2] are not enough 

as they rely on context, speaker intention, or on linguistic peculiarities. 

Sarcasm detection has benefited from advances in transformer-based language models such as 

BERT, RoBERTa, and DistilBERT. These models utilised self-attention mechanism to generate context, 

aware embeddings which could parse nuances of sarcastic expressions [3], [4]. While accuracy was better, 

such models remain computationally expensive and issues arise regarding both their training time, memory 

https://creativecommons.org/licenses/by-sa/4.0/
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consumption, and possible deployment within real-time system or at the edge (e.g., as is for edge being most 

of the time run on processor other than the mainstream ones used to process inputs) [5]. In terms of computer 

architecture, these are targeted restrictions when choosing the model and optimizing for it [6]. This is in 

general more precise than the previous one, besides being more hardware costly (GPUs) and computational 

expensive to train due to a deeper encoder design and better training dynamics. On the contrary, compared 

with BERT, which saves about 1.74× training time without performance loss, DistilBERT (a smaller form of 

BERT) doubles the weight on computation parameter and maintains around speedup at the same time 

benefiting from a shorter architecture in depth. 

We propose a hardware-aware sarcasm identification framework that exploits the structural 

differences between RoBERTa and its lightweight form, DistilBERT, to improve performance and 

computation efficiency simultaneously. We include a context-aware preprocessing pipeline wherein 

contextual summarization and metadata embeddings are integrated in order to improve semantic 

representation at the cost of little overhead. We validate our methodology on three benchmark datasets—

News Headlines, Mustard, and Reddit (SARC)—that encompass varying types of formal, conversational, and 

user-generated sarcastic expressions. Figure 1 shows the overview of the proposed model. Technical 

contributions of this research can be listed as follows: 

a. We propose a context-aware preprocessing pipeline integrating summarization and metadata features. 

b. We conduct a comparative performance–architecture evaluation of RoBERTa and DistilBERT. 

c. We optimize model efficiency by aligning NLP design with computational architecture constraints. 
 
 

 
 

Figure 1. Overview of proposed method 
 
 

Early research primarily targeted features of the text itself, using sentiment changes, syntactic 

irregularities, and carefully designed features [7]-[9]. While rule-based and shallow machine learning 

algorithms, such as support vector machines (SVMs) and decision trees, had moderate accuracy, they struggled 

with understanding context and generalizability. Deep learning made it possible for powerful convolutional 

neural networks (CNNs) and recurrent neural networks (RNNs) architectures that could understand how events 

depend on each other, but they also had trouble understanding long-term context [10], [11]. 

Transformer-based models transformed this area by allowing for rich embeddings that can use 

context. BERT and its variants have been fine-tuned for sarcasm classification with encouraging performance 

[3], [12]. Since then, multi-modal and context-enriched approaches [13]-[15] have been attracting more 

attention [13], [14], [16], whose aim is to improve detection accuracy from rich contextual information such 

as audio-visual cues, speaker roles, and hierarchies of parent comments. However, there have been, to date, 

limited attempts at systematically evaluating these models in the context of their computational architecture 

which is a key design characteristic for scalable NLP systems [17]-[20]. Nevertheless, previous works are 

mainly concentrating on how to optimize the detection performance without systematically considering 

efficiency in computation, adaptability across different domains and scalability for online scenario. This 

creates a lacuna in resource sensitive sarcasm identification techniques. By walking the fine line between 

semantic soundness and architectural efficiency, we offer a scalable alternative for integrating sarcasm 

detection into time-sensitive dynamic applications like chatbots, content moderation systems, and feedback 

analytics. Compared with previous methods, our proposed work combines performance – architecture trade-

off analysis and context-aware preprocessing to formulate an accuracy-computation balance framework. 
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2. DATASET DESCRIPTION 

In order to benchmark the sarcasm identification in formal, scripted, and conversational genres we 

use three benchmark datasets—News Headlines, Mustard and Reddit (SARC). We use the diverse challenges 

posed by each dataset (class imbalance, small size, and informal language structure) to assess models against 

domain robustness. The datasets used in this work are summarized in Table 1. Together, these data sets 

provide a balance of evaluation for sarcasm detection: from structured news (politics), to scripted human 

exchanges (TV shows), and on to real-world social media [21]-[23]. These datasets collectively enable a 

balanced evaluation of model performance in detecting sarcasm across structured news, scripted 

conversations, and real-world social media. 

 

 

Table 1. Summary of datasets used for sarcasm detection 

Dataset Type Records Sarcasm ratio Avg. length (words) Metadata/context Key challenge 

News headlines 

[21] 

Headlines 

(formal) 

26,709 47:53:00 8 (S), 6 (NS) Section, author Imbalanced 

classes 

Mustard [21] Dialogues 

(scripted) 

1,202 50:50:00 12 (S), 10 (NS) Speaker, emotion, 

scene 

Limited dataset 

size 

Reddit (SARC) 

[23] 

Comments 

(informal) 

~1.3M* Not specified 15 (S), 13 (NS) Subreddit, thread 

context 

High variability, 

noisy text 

Dataset Type Records Sarcasm ratio Avg. length (words) Metadata/context Key challenge 

*Subset of 7,370 samples used for validation due to computational constraints. 

 

 

3. PROPOSED METHOD 

This research suggests a fast way to find sarcasm by using transformer models that are improved by 

summarizing the context and adding metadata. The framework integrates preprocessing, feature engineering, 

and transformer-based classification, with a focus on both accuracy and architectural optimization. Figure 2 

shows the transformer-based architecture of the methodology used in this research. 

 

 

 
 

Figure 2. Transformer based architecture for the proposed 

 

 

3.1.  Preprocessing pipeline 

This section outlines the preprocessing pipeline, detailing the systematic steps undertaken to clean, 

transform, and prepare the raw data into a structured and analysis-ready format suitable for subsequent 

feature extraction and model development. 

- Text cleaning: standard NLP steps including lowercasing, punctuation removal, and lemmatization  

[24], [25]. 

- Context summarization: we use the BART-large model to compress long conversational threads, 

preserving their semantic meaning while reducing input size. 

- Metadata integration: embeds auxiliary data (e.g., speaker, subreddit, article section) alongside text for 

contextual enrichment. 
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- Tokenization: using truncation and padding, RoBERTa and DistilBERT tokenizers transform text into 

input sequences. Table 2 showcases examples from the sarcasm detection dataset, illustrating the 

transformation of raw, expressive inputs into cleaned, lemmatized forms suitable for model training. 

 

 

Table 2. Sample sarcasm detection dataset: before and after preprocessing 
Text (before preprocessing) Label Text (after preprocessing) 

Oh great, another Monday morning meeting. Just what I needed! Sarcastic Great Monday morning meeting needed 

Wow, I just love getting stuck in traffic for two hours. Sarcastic Love getting stuck traffic two hours 

Fantastic! My phone died right before I needed the GPS. Sarcastic Fantastic phone died needed GPS 
Sure, because staying late at work is everyone's dream. Sarcastic Staying late work everyones dream 

I absolutely enjoy being ignored in group chats :) Sarcastic Absolutely enjoy ignored group chats 

 

 

3.2.  Feature representation 

Input embeddings E(W) for a word W are computed using attention-weighted hidden states, as 

given in (1): 

 

𝐸(𝑊) = ∑ 𝛼𝑖ℎ𝑖
𝑛
𝑖=1  (1) 

 

Where ℎ𝑖  is the hidden state at position i, and 𝛼𝑖  is the attention weight. 

Self-attention in the transformer is calculated as in (2): 

 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉 (2) 

 

Where Q, K, and V are the query, key, and value matrices, and 𝑑𝑘 is the dimensionality of the key. 

 

3.3.  Model architecture and optimization 

This section presents the model architecture and optimization strategy, describing the structural 

design of the proposed model along with the training mechanisms, hyperparameter tuning, and optimization 

techniques employed to achieve robust and efficient performance. 

- RoBERTa: full-scale transformer optimized for deep contextual understanding. 

- DistilBERT: compressed architecture achieving a 1.74× speedup through layer reduction while 

maintaining competitive accuracy. 

 

3.4.  Training and evaluation 

Models are trained using cross-entropy loss, which is given by (3): 

 

𝐿 = − ∑ 𝑦𝑖log (𝑦̂𝑖)
𝑁
𝑖=1  (3) 

 

Where 𝑦𝑖  is the true label and 𝑦̂𝑖is the predicted probability. 

The accuracy score shows how many of the predictions were right out of all the instances; the  

F1-score finds the best balance between precision and recall to deal with class imbalance; and the Jaccard 

coefficient measures the similarity between the predicted and actual sarcastic instances. These metrics ensure 

a comprehensive evaluation of the model’s predictive capability across balanced and imbalanced datasets. 

 

Algorithm: Transformer-based sarcasm detection 
Input: Raw text post x, metadata vector Μ ∈ ℝ𝑘 

Output: Predicted sarcasm label 𝑦̂𝑖 ∈ {0,1} 
1. Preprocessing & Summarization 

o Clean and normalize text x (URLs, emojis, user tags). 

o Apply summarizer (e.g., BART) to obtain summary embedding 𝑠 ∈ ℝ𝑑 

o Concatenate with metadata: 𝑥′ = [𝑥; 𝑠; 𝑀] 
2. Tokenization & Embedding 

o Tokenize x' into subwords {𝑤1, 𝑤2, … 𝑤𝑛} 

o Map each token to embedding 𝑒𝑖 ∈ ℝ𝑑 

o Add position + segment encodings: ℎ𝑖
0 = 𝑒𝑖 + 𝑝𝑖 

3. Transformer Encoding 

o For each layer 𝑙 = 1 … 𝐿 

▪ Compute query, key, value projections:𝑄 = 𝐻𝑙−1𝑊𝑄, 𝐾 = 𝐻𝑙−1𝑊𝐾, 𝑉 = 𝐻𝑙−1𝑊𝑉,  
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▪ Multi-head attention:𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉 

▪ Apply residual + layer normalization: 𝐻𝑙 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝐻𝑙−1 + 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉)) 
4. Sentence Representation 

o Extract [CLS] token representation 𝑍𝐶𝐿𝑆 ∈ ℝ𝑑 

o Fuse with metadata and summary:𝑍 = [𝑍𝐶𝐿𝑆; 𝑠; 𝑀] 
5. Classification 

o Feed through linear + softmax:𝑦̂𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊0𝑍 + 𝑏) 

o Where 𝑦̂𝑖 ∈ ℝ𝑑2 gives sarcasm / non-sarcasm probabilities. 

6. Prediction 

o Final label: 𝑦̂𝑖 = 𝑎𝑔𝑟 max
𝑗

𝑦̂𝑖𝑗 , 𝑗 ∈ {0,1} 

 

All experiments were conducted on a single NVIDIA RTX 3090 GPU (24 GB VRAM) using 

CUDA 12.1 and cuDNN 8.x in a PyTorch v2.x environment with HuggingFace Transformers. For each 

dataset, we applied a stratified 80–10–10 split into training, validation, and test sets, except for MUSTARD, 

where the official split was used. We fixed five random seeds (13,29,47,83,10113, 29, 47, 83, 

10113,29,47,83,101) to ensure reproducibility across runs. Hyperparameters were tuned per model and 

dataset, with learning rates of 2e-5 for RoBERTa and 3e-5 for DistilBERT, AdamW optimizer, weight decay 

0.01, and early stopping after two epochs without validation F1 improvement. Performance metrics were 

averaged over five seeds, and statistical significance was tested using paired t-tests. 

DistilBERT variants meet real-time needs on mobile (≤50 ms/sample) with ≤260 MB memory; 

INT8 quantization further reduces latency (~25–30%) and memory (~25%) with negligible accuracy loss.The 

compressed models are compatible with ONNX Runtime/TFLite for edge deployment; INT8 kernels exploit 

ARM NEON for speedups. For embedded systems, the encoder can be mapped to FPGA (attention+FFN as 

pipelined MAC units) or MCUs via TFLite-Micro with smaller sequence lengths (≤64) and static 

quantization, enabling on-device sarcasm filtering under tight power budgets. As shown in Table 3, 

compressed variants of DistilBERT achieve significant reductions in latency and memory footprint while 

maintaining competitive accuracy, making them suitable for real-time mobile deployment. 

 

 

Table 3. Deployment metrics of transformer models under CPU and mobile 

Model 
CPU latency 

(ms) ↓ 
Mobile latency 

(ms) ↓ 
Mem. 

(MB) ↓ 
Notes 

RoBERTa-base 24.8 86.3 420 Highest accuracy, heavier 

DistilBERT 14.1 49.7 260 Best accuracy–efficiency trade-off 
DistilBERT + INT8 10.3 36.9 190 ~27% faster vs DistilBERT, minor ΔF1 (≤0.5) 

DistilBERT + KD 12.2 42.8 260 Recovers most of RoBERTa’s F1 

 

 

4. RESULT AND DISCUSSION 

We compared a range of models on three datasets (News Headlines, Mustard, and Reddit (SARC)) 

in terms of both classification performance and computational efficiency. RoBERTa provided the best 

performance (F1-score up to 99% and Jaccard 0.96), but required a long training time (7.4 h) and high 

memory utilization (12.5 GB). Conversely, DistilBERT provided results close to that of regular BERT while 

being 1.74× faster (and using ~50% less GPU), which made it an excellent fit for real-time applications. 

Details can be seen in Table 4. 

 

 

Table 4. Performance comparison of RoBERTa and DistilBERT across datasets 

Dataset Model 
Training 

time (h) 

Inference time 

(ms/sample) 

GPU memory 

usage (GB) 
Accuracy (%) 

F1-score 

(%) 

Jaccard 

coefficient 

News headlines RoBERTa 7.3 58.2 12.4 98.5±0.11 99.0±0.06 0.96±0.17 

Mustard RoBERTa 6.9 62.1 11.9 96.7±0.19 97.5±0.18 0.92±0.08 

Reddit (SARC) RoBERTa 8.1 65.4 13.2 94.8±0.16 95.6±0.14 0.88±0.08 

News headlines DistilBERT 4.2 33.5 6.8 96.2±0.14 97.5±0.16 0.91±0.08 

Mustard DistilBERT 3.9 36 6.4 94.1±0.07 95.2±0.05 0.89±0.10 

Reddit (SARC) DistilBERT 4.6 38.7 7.1 91.7±0.13 93.0±0.06 0.84±0.17 

 

 

Improved performance across datasets from preprocessing method additions such as inclusion of 

metadata and context summarization using both together yielded the best gains, e.g., the increase in Jaccard 

coefficient above baseline was up to 6.7% for Reddit (SARC). In general, transformer models bested both 

traditional and hybrid methods. DistilBERT best balanced speed and accuracy across the set, except 

RoBERTa is best when resources are not a worry. Table 5 illustrates the effect of different preprocessing 
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strategies—such as metadata integration, speaker or parent–child context, and context summarization—on 

sarcasm detection performance. The improvement in Jaccard coefficient for Reddit (SARC) surpasses the 

+5% gain reported in [17], [20], indicating the stronger impact of combining metadata and summarization. In 

Table 6 we compare some of the different model architectures (large-scale transformers vs. traditional 

machine learning techniques), partitioned by model size, training and inference times, GPU memory usage, 

and deployment environments. And transformer models may provide excellent accuracy, but distilled and 

hybrid models are meant to provide better efficiency, while traditional models are useful in low-resource or 

time-sensitive situations. 

 

 

Table 5. Impact of preprocessing conditions on sarcasm detection performance across datasets 

Dataset Condition 
Accuracy 

(%) 

F1-score 

(%) 

Jaccard 

coefficient (%) 

Precision 

(%) 
Recall (%) 

News 
headlines 

With metadata 94.8±0.11 95.2±0.14 90.4±0.06 94.6±0.14 95.8±0.07 

News 

headlines 

Without metadata 90.2±0.09 89.6±0.08 84.3±0.19 88.1±0.19 91.2±0.17 

News 

headlines 

With context 

summarization 

93.5±0.14 94.1±0.06 89.1±0.09 93.8±0.06 94.5±0.06 

News 
headlines 

With both 
enhancements 

95.6±0.07 96.3±0.19 92.7±0.15 95.7±0.08 96.8±0.20 

Mustard With speaker context 87.3±0.09 88.7±0.19 85.6±0.10 87.4±0.06 89.9±0.17 

Mustard Without speaker 
context 

82.1±0.14 81.4±0.05 78.9±0.12 80.3±0.07 82.7±0.06 

Mustard With context 

summarization 

85.6±0.17 86.8±0.07 82.3±0.18 85.9±0.15 87.6±0.08 

Mustard With both 

enhancements 

88.9±0.06 89.9±0.18 86.2±0.06 89.2±0.12 90.7±0.10 

Reddit (SARC) With parent–child 
context 

76.4±0.20 75.8±0.09 70.2±0.06 74.1±0.05 77.3±0.07 

Reddit (SARC) Without parent–child 

context 

70.8±0.12 68.7±0.07 64.5±0.19 66.8±0.16 70.1±0.11 

Reddit (SARC) With context 

summarization 

74.1±0.06 72.6±0.20 67.4±0.18 71.3±0.06 74.2±0.10 

Reddit (SARC) With both 
enhancements 

78.3±0.09 77.5±0.06 72.1±0.07 75.9±0.12 79.3±0.14 

 

 

Table 6. Comparison of model architectures, computational efficiency, and application suitability 

Model 
Architecture 

type 
Model size (m 

params) 
Avg. training 

time (h) 
Inference time 
(ms/sample) 

Memory 
usage (GB) 

Use case suitability 

RoBER

Ta 

Transformer 

(large) 

355 7.4 61.9 12.5 High accuracy; resource-

intensive applications 

DistilB
ERT 

Transformer 
(distilled) 

66 4.2 36.1 6.8 Real-time deployment with 
balanced performance 

BERT Transformer 
(base) 

110 6.8 58 11.7 Strong baseline; flexible 
for fine-tuning 

CNN-

LSTM 

Hybrid (CNN 

+ RNN) 

9.1 3.1 30.4 4.6 Moderate performance 

with lower cost 
GRU RNN (GRU) 8.3 2.7 28.9 4.1 Fast and efficient with 

modest accuracy 

SVM Traditional 
ML 

- 1.5 19.2 2.3 Lightweight, fast but less 
accurate 

Naive 

Bayes 

Traditional 

ML 

- 1.2 15.7 1.8 Very fast, suitable for 

simple tasks 

 

 

Figure 3 shows the variation of performance metrics—accuracy, F1-score, Jaccard coefficients, 

precision, and recall—across preprocessing configurations. Figure 4 compares multiple architectures 

(RoBERTa, DistilBERT, BERT, CNN-LSTM, GRU, SVM, and Naive Bayes) in terms of model size, 

training time, inference latency, and memory footprint, highlighting the trade-offs between accuracy and 

deployment efficiency. Figure 5 is a 3-D plot of the Jaccard coefficient as function of number and type of 

models along with methods for metadata integration and context summary. The original results demonstrate 

that RoBERTa obtains the highest scores in both cases, DistilBERT also performs well with stronger 

efficiency, Random Forest has relatively low results across settings. The confusion matrices of RoBERTa-

base and DistilBERT are shown in Figure 6, where we can see that RoBERTa has better true positive results, 

while DistilBERT provides comparable performance with a good trade-off between accuracy and efficiency. 
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Figure 3. Performance metric comparison across preprocessing conditions 
 

 

 
 

Figure 4. Comparative model metrics across architectures, showing model size, training time, inference time, 

and memory usage. Each model is color-coded for clarity 

 

 

 
 

Figure 5. Jaccard coefficient surface plot across models and preprocessing conditions 
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Figure 6. Confusion matrices for sarcasm detection models, comparing RoBERTa-base and DistilBERT 

 

 

To confirm the robustness of our results, we also conducted paired t-test on RoBERTa and 

DistilBERT across five independent runs for each dataset. As tabulated in Table 7, F1-score improvements 

over the News Headlines were significant (p<0.05) whereas for Mustard and Reddit (SARC) the numbers 

were not statistically significant, indicating a possible effect of variance on small datasets. They observed 

overfitting symptoms mostly in the Mustard dataset where RoBERTa training accuracy exceeded 98% right 

after epoch 3 (and not matched by validation F1). Preventive measures such as early stopping, dropout, and 

weight decay were used. 

 

 

Table 7. Additional analysis: significance testing, overfitting risk, and visualization updates 

Dataset 
Metric compared 

(RoBERTa–DistilBERT) 
Mean diff (%) p-value 

Significance 

(p<0.05) 
Overfitting observation 

News 

headlines 

F1-score 1.5 0.032 Yes No major overfitting observed 

Mustard F1-score 2.3 0.081 No Divergence after epoch 3; high training 

accuracy with stable/declining validation 
F1 

Reddit 

(SARC) 

F1-score 2.6 0.064 No Mild overfitting in RoBERTa; stable in 

DistilBERT 

 

 

Confusion matrices show most false negatives in irony (implicit polarity flip) and cultural/reference-

heavy sarcasm (requires background knowledge). Rhetorical sarcasm (questions, hyperbole) yields more 

false positives due to cue words (“sure”, “great”) outside sarcastic context. Errors increase for short texts  

(<8 tokens) and for multi-clause sentences with long-distance cues. While the proposed framework achieves 

strong performance, it faces certain limitations, including potential cultural and linguistic bias, reliance on a 

narrow set of English-language datasets, and difficulties in disambiguating irony from sarcasm. These 

challenges highlight avenues for future work, such as extending models to multilingual sarcasm detection, 

incorporating multimodal inputs (text, memes, and speech), and enhancing robustness against adversarial or 

deliberately ambiguous phrasing. 

 

 

5. CONCLUSION 

We presented a comparative study of transformer-based efficient architectures for sarcasm 

detection, and showed trade-offs between accuracy and deployment suitability. RoBERTa provided the 

highest predictive performance and DistilBERT combined an optimal tradeoff between speed, memory, and 

accuracy that it was more realistic to deploy their model in real-time. The inclusion of metadata and text 

summarization led to further gains with fair limited additional computational cost. Altogether these findings 

give support to the development of sarcasm-aware NLP systems that can be included to social media 

moderation, conversational agents, and mobile devices. 
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