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This study investigates the integration of machine learning (ML) techniques
into football analytics to predict player skills and optimize tactical decisions.
A dataset of over 150,000 professional match actions from various leagues
and seasons was analyzed using deep neural networks, convolutional neural
networks (CNNs), and gradient boosting machines (GBM) algorithms on
biometric, contextual, and match data. The valuing actions by estimating
probabilities (VAEP) metric indicated scores from +1.8 to +3.0 for key
players, enabling detailed performance evaluation. CNN models achieved up
to 91% precision, 88% recall, and a receiver operating characteristic — area
under the curve (ROC-AUC) of 0.94, confirming their effectiveness in
predicting player actions and contributions. Injury risk prediction using
eXtreme gradient boosting (XGBoost) reached an Fl-score of 0.87 and a
ROC-AUC of 0.92, offering actionable insights for injury prevention and
optimal player rotation. The findings highlight artificial intelligences (Al)’s

capacity to support individualized preparation, tactical adjustments, and
cost-effective recruitment strategies. While computational demands and data
quality remain challenges, the results demonstrate the transformative
potential of Al in modern football, providing a practical framework for data-
driven decision-making to enhance team performance and strategic planning.
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1. INTRODUCTION

Modern football [1]-[3] has transformed from a purely athletic competition into a data-driven [4]
industry that leverages technological [5], [6] innovation for performance enhancement [7]-[9]. As the sport
grows in complexity and competitiveness, success increasingly depends on the strategic use of data analytics
[10], [11] and artificial intelligence (Al). Teams at all levels, from grassroots to elite, have embraced data
science tools for scouting, training, and match preparation. Among these tools, deep learning (DL) methods
[12] —a subset of Al [13]-[15] —have proven revolutionary due to their ability to process vast datasets,
uncover hidden patterns, and generate actionable insights. Despite their growing application, several
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challenges persist in football analytics. These include the difficulty of processing complex, high-volume data
involving biometric indicators, match context, and dynamic tactical interactions. To support scouting and
talent identification, the study employs supervised learning models such as random forest (RF) and gradient
boosting machines (GBM), trained on historical performance metrics and biometric data to predict player
potential. These models allow ranking athletes based on multidimensional characteristics such as consistency,
physical development trends, and match impact. In addition, clustering techniques (e.g., K-means) are used to
group players with similar profiles and detect emerging talents. This combination enables more objective,
data-driven recruitment, allowing clubs to identify undervalued players who may not be visible through
traditional scouting.

Traditional statistical methods [15]-[17] fall short in providing the precision and adaptability
required to extract meaningful patterns from such multifaceted data. Consequently, there is a pressing need
for robust machine learning (ML) [18] frameworks capable of addressing these limitations. Although recent
research has made strides in automating football video analysis, gesture recognition, and tactical event
detection, many gaps remain in integrating predictive models into real-time decision-making [19]-[22] and
player management. Key questions involve how to effectively quantify player contributions, optimize tactics
during live matches, and proactively manage injury risks—all while ensuring model interpretability and
operational feasibility for coaching staff.

To address these gaps, this study aims to develop and apply advanced ML approaches to three core
tasks in football analytics:

— Predicting player skills using neural networks and the valuing actions by estimating probabilities (VAEP)
metric

— Enhancing scouting and talent identification through Al-based modeling

— Optimizing tactical decisions via convolutional neural networks (CNN) and temporal modeling

Through this research, we propose a comprehensive methodology using CNNSs, long short-term
memory (LSTM) networks, and GBM models to analyze over 150,000 football match events enriched with
contextual and biometric data. The objective is to demonstrate how DL can improve decision-making in
player evaluation, tactical planning, and risk management, ultimately supporting clubs in becoming more
data-informed and competitive.

Yang et al. [23] propose a method for automatically recognizing football referee gestures (FRGR)
based on the YOLOv8s DL model. To address the problem of gesture diversity, complexity, and background
noise, they introduced three improvements: a global attention mechanism (GAM), a P2 structure to improve
small object recognition, and a new minimum point distance intersection over union (MPDIoU) loss function
to use anchor boxes optimally. Experiments on a dataset of 1,200 images showed that the proposed method
outperforms existing models, achieving 89.3% accuracy and a significant increase in mAP. The developed
approach demonstrates high efficiency and prospects for application in automated gesture analysis at football
matches. Prasanth and Nallavan [24] consider the automation of football match video analysis using deep
neural networks. The work covers player tracking, action recognition, semantic segmentation, and event
detection using CNN, recurrent neural network (RNN), and 3D CNN. The paper focuses on tactical analysis
and performance evaluation, as well as integrating DL with traditional analytics methods. Key challenges
such as data labeling, scalability, and real-time processing are discussed, and future research directions are
suggested. The paper provides a roadmap for researchers and practitioners interested in advancing sports
analytics technologies using DL. Athanesious and Kiruthika [25] analyze the key challenges in automating
football match analysis, including dynamic backgrounds, ball localization, fast-paced events, and player
overlaps. A novel ball possession prediction scheme based on spatio-temporal features and positional
sequence is proposed to address these challenges. The paper uses homographic perspective transformation
(HPT) for pitch segmentation, as well as a hybrid YOLO detector with weighted intersect fusion (WIF) to
track moving objects (the ball, players, and referees) using their centroid analysis and geometric
approximation. Experimental analysis based on ISSIA La Liga and EPL matches demonstrates the high
efficiency of the proposed system in identifying game events and calculating ball possession.

In parallel, the study considers the practical aspects of implementing the proposed approaches in a
real football environment. In particular, the possibilities of using automated analysis of football matches in
player training, team resource management, and tactical decision-making are emphasized. These aspects aim
to improve the efficiency of individual training of athletes and teamwork in general. The authors emphasize
that the proposed methods can be integrated into the training process, allowing coaches to obtain more in-
depth information about the game, adjust tactical strategies, and identify the strengths and weaknesses of
players. This can significantly improve the quality of match analysis and preparation for future competitions,
especially in the context of increasing competition in the professional arena. This work provides not only a
theoretical justification for using DL in the analysis of football matches but also applied results that can be
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useful to coaches, analysts, and clubs. The practical value of the proposed approaches lies in the possibility of
using the obtained data to improve team performance and optimize management processes in football.

Recent studies in football analytics have applied a wide range of ML methods. Traditional
algorithms such as RF and GB have been widely used for talent identification and ranking players due to
their interpretability and robustness on structured data [19]. However, these approaches are limited in
capturing complex spatial-temporal dependencies that characterize football matches. DL architectures
address this gap: CNNs are particularly effective in extracting spatial features from positional data and pitch
zones [12], while RNNs, especially LSTM maodels, capture sequential dependencies in player actions over
time [24]. More recently, graph neural networks (GNNs) have been explored to represent passing networks
and tactical interactions as graphs, enabling a more realistic modeling of team dynamics [13].

Comparative analyses in the literature show that CNNs often outperform classical ML models in
action recognition tasks, achieving higher accuracy and receiver operating characteristic — area under the
curve (ROC-AUC) values [23]. LSTMs, in turn, demonstrate superiority in predicting sequential events such
as passing chains or counterattacks [14], while GNNs excel in understanding collective tactical patterns
across multiple players [20]. Nevertheless, most prior works focus either on isolated prediction tasks (e.g.,
event detection, referee gesture recognition) or rely primarily on event-only data without integrating
physiological or contextual information.

The novelty of this study lies in three aspects. First, unlike earlier works limited to event logs, we
incorporate biometric and contextual features (heart rate, fatigue, and weather conditions), which
substantially enhance the interpretability of predictions. Second, we combine multiple architectures-CNN for
spatial patterns, LSTM for temporal sequences, and eXtreme gradient boosting (XGBoost) for injury risk-
into a modular framework optimized for different analytical goals. Third, our extension of the VAEP metric
integrates physiological and temporal dimensions, providing coaches with a more holistic evaluation of
player contributions [26]. This integration goes beyond descriptive analytics and supports real-time tactical
decision-making, addressing a gap not fully covered in previous literature.

2. METHOD
2.1. Dataset description

The dataset used in this study was obtained from the Wyscout platform, which provides
standardized event logs, and tracking data for professional football (on average 1,800 events per match across
more than 600 competitions) GitHub+9Hudl+9ResearchGate+9. It includes more than 150,000 game events
covering approximately 1,200 matches and 3,800 unique players from the Premier League, La Liga,
Bundesliga, Serie A, and Ligue 1. The time span covers six full seasons (2017/18-2022/23). Player
demographics are diverse: the dataset contains athletes aged 18 to 37, with positional distribution of 28%
defenders, 42% midfielders, and 30% forwards. Such coverage ensures that the models are trained on a
representative sample of professional football across different tactical and competitive environments.

2.2. Model architectures and hyperparameters

Feature engineering was performed to derive skill-related metrics and prepare the dataset for ML
models. Raw attributes included passes, shots, tackles, dribbles, interceptions, fouls, positional coordinates,
sprint counts, heart rate, and fatigue index. From these, higher-level indicators were computed: passing
accuracy (successful passes/total passes), dribbling efficiency (successful dribbles/attempts), and defensive
contribution (successful tackles+interceptions per match). Biometric variables were aggregated using mean,
maximum, and variability per match; for example, the fatigue index was defined as the ratio of high-intensity
sprints to playing time. All continuous features were standardized using Z-score normalization, while
categorical features (action type and player position) were encoded with One-Hot Encoding. To unify
heterogeneous metrics, skill scores were expressed as a combination of normalized VAEP values and
performance indices, providing a consistent scale for model training.

To address various predictive tasks, different ML/DL models were applied. The CNN architecture
included three convolutional layers (64, 128, and 256 filters, kernel size 3x3), each followed by rectified
linear unit (ReLU) activation and max-pooling (2x2). After the convolutional layers, two dense layers with
128 and 64 units respectively were added, followed by a softmax output. Dropout (rate=0.5) and L2-
regularization (A=0.01) were applied for regularization. The model was trained using Adam optimizer with a
learning rate of 0.001 for 50 epochs and batch size of 64. The LSTM model consisted of two layers with 128
and 64 memory units, respectively, using dropout (0.3) and recurrent dropout (0.2). Early stopping with a
patience of 10 epochs was employed to mitigate overfitting. The model was trained on sequential player
actions encoded as time series. The XGBoost model used for injury prediction and VAEP probability
estimation was configured with 500 trees, maximum depth of 6, learning rate 0.05, and subsample ratio of
0.8. Regularization parameters were set as A=1 and a=0.1. Grid search was applied to tune hyperparameters.
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Each ML model in this study was chosen based on its suitability for the specific nature of the task
and data type. CNNs were selected for player action prediction and tactical analysis because of their proven
ability to capture spatial dependencies in positional and event-based data, which is essential for analyzing
pitch zones and movement patterns. LSTM networks were applied to model temporal sequences of player
actions, as their gated architecture effectively learns long-range dependencies and sequential dynamics
present in match events. GBM, particularly XGBoost, were used for injury risk prediction and VAEP
probability estimation due to their high performance on structured, tabular datasets and their robustness to
heterogeneous features (biometric, contextual, and categorical data). RF was employed in post-match
analysis tasks where interpretability was important, enabling coaches and analysts to understand decision
factors. This task-specific allocation of models ensured optimal exploitation of each algorithm’s strengths
while addressing the diverse analytical requirements of football data.

2.3. Validation strategy

To ensure generalizability, the dataset was split into 70% training and 30% testing subsets using a
stratified sampling method, preserving proportional distributions of teams and seasons. For hyperparameter
optimization and early stopping validation, 5-fold cross-validation was performed on the training data. Model
selection was based on the average F1-score and ROC-AUC across the validation folds. For neural models
(CNN and LSTM), the best weights were retained based on the lowest validation loss. The RF model was
used to predict the success probabilities of various game actions, providing highly interpretable results. The
final models were tested on the independent test set and used to produce all reported metrics and
visualizations.

2.4. Valuing actions by estimating probabilities probability estimation

To calculate the VAEP metric, two separate XGBoost classifiers were trained:

— The first model estimated the APgoal, i.e., the change in the probability of the team scoring within the
next 10 actions.

— The second model predicted the APagainst, i.e., the change in the probability of conceding a goal.

Both models used input features such as action type, location, time in match, previous sequence
context, player fatigue level, and tactical positioning. These models provided the basis for assigning VAEP
scores to individual actions. This study used advanced DL and ML technigues to analyze data and build
models and specialized metrics such as VAEP. The main steps included data preprocessing, model training,
and evaluation of their performance. This section describes the algorithms used and provides key formulas:

— Data pre-processing: pre-processing included imputing missing values using advanced statistical methods,
standardizing and normalizing biometric and contextual data, and encoding categorical variables using
One-Hot Encoding. This ensured the preparation of a homogeneous dataset for training the models.

— VAEP metric: the VAEP metric evaluates players' contribution to a match's outcome by providing a
quantitative characteristic of each player’s actions. It measures how each action (pass, shot, and tackle)
affects the probability of scoring or preventing an opponent’s goal. Formally, VAEP is defined as (1):

VAEP(a) = APgoal (a) — APagainst(a) 1)

where APy,q;(a) - change in the probability of a goal being scored as a result of action a, AP, gqinsc(a) -

change in the probability of a missed goal as a result of action a. These probabilities are calculated using

trained models that analyze the context of each action: the position of the ball, the current situation on the

field, and the type of action.

— CNN: CNNs were used to analyze spatial and temporal match data. The main component of a CNN is a
convolutional layer, which computes activations by applying filters to the input data. Activations are
computed using (2):

Zij = Z%zl Zgzlxi+m,j+nwm,n +b (2)

where x is the input data, w is the filter weights, b is the bias, and M and N are the filter sizes.
— RNNs LSTM: LSTMs have been used to model temporal dependencies in player actions. The main
components of LSTMs include input, forget, and output gates (3):

fe= U(Wf * [he—q, ] + bf)
iy = o(W; * [he_y, x¢] + b;) 3)
0 = o[he_q,x¢] + by
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where f;, i;, 0, - oblivious, input and output gates, respectively, and ¢ is a sigmoid.
— GB (XGBoost): XGBoost was used to predict the risk of injury to players. The model minimizes the loss
function L at each step (4):

L=Y"10u3) + 2R Q(fi) 4)

where [- error function, € - regularization term, f;, - decision trees.

— Evaluation metrics: the models were evaluated using precision, recall, F1 metric, and ROC-AUC metrics.
The VAEP metric allowed us to quantify each player's contribution, providing a more in-depth analysis.
The use of VAEP, in combination with the described DL methods, allowed us to achieve high results in
evaluating player actions, optimizing tactical decisions, and predicting injuries. These methods have
proven effective in analyzing complex football match data and are valuable in football analytics.

2.5. Tactical decision optimization

To complement the VAEP probability estimation, we designed a tactical decision optimization
framework that integrates player performance, contextual features, and biometric indicators into a set of
reproducible decision rules. The primary aim of this module is to support substitution planning and tactical
adjustments in real time by linking quantitative player evaluations to actionable coaching strategies.

The optimization process is based on two principles: i) evaluating each player’s contribution
adjusted for fatigue and contextual workload and ii) adapting team formation in response to opponent
strategies. Formally, the adjusted contribution score for player i is defined as (5):

Contribution(i) = VAEP(i) — a - Fatigue(i) (5)

where VAEP (i) represents the player’s value of actions and Fatigue(i) denotes the normalized fatigue
index derived from biometric and workload features. The parameter a controls the weight of fatigue in
decision-making.
To operationalize these principles, the following decision logic was implemented:
— Player ranking: players are ranked by adjusted contribution scores.
— Substitution rule: if Contribution(i) < 6 and Fatigue(i) > 8, then substitution of player i is
recommended.
— Formation shift rule: if opponent pressing intensity exceeds a predefined threshold y, a tactical adjustment
is triggered (e.g., shifting from 4-4-2 to 4-2-3-1).
— Output: recommendations for substitutions and formation adjustments are generated and can be visualized
for coaching staff in real time.
This approach ensures that tactical decision-making is not only data-driven but also transparent and
reproducible. By combining player-level evaluations with contextual opponent information, the framework
provides practical support for coaching staff, enabling timely interventions that enhance team performance.

3. RESULTS

The study used an expanded dataset of over 150,000 game actions collected from professional
football matches across multiple leagues and seasons. This dataset was supplemented with additional
contextual and biometric information for a more comprehensive analysis. Essential attributes of the dataset
included game action types, including passes, shots, tackles, dribbling, interceptions, and defensive actions,
as well as player metrics, such as positional data, action success rates, sprint speed, heart rate, fatigue level,
and injury history. Match context, including opponent strategies, weather conditions, pitch quality, and game
timing, was also integrated to improve the accuracy of the analysis. Several preprocessing methods were
implemented to ensure data quality and fit for ML models. Missing values were imputed using advanced
statistical interpolation methods. Categorical data, such as action types, were one-hot encoded to account for
their diversity. Biometric and contextual data were standardized and normalized to achieve a uniform scale
for all features.

Model development was conducted using several machine-learning approaches. CNNs were used to
analyze spatial and temporal data related to match dynamics, which allowed us to identify complex patterns
and dependencies. GBMs were used to evaluate and rank player contributions by performance. At the same
time, LSTM networks demonstrated high performance in modeling temporal dependencies and predicting
long-term player characteristics. Finally, given their biometric data, the XGBoost algorithm was used to
predict injury risks and assess player impact. The models were evaluated using various metrics, allowing us
to analyze their accuracy and robustness comprehensively. Accuracy, recall, and F1 metrics were used to
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assess the quality of predictions, while ROC-AUC demonstrated the robustness of the models in
distinguishing between successful and unsuccessful actions. The VAEP metric allowed us to quantify the
contribution of individual actions to team success, and the probability of injury risk was determined using
binary classification models. The results demonstrate that the developed approaches provide a high level of
accuracy and are applicable in real-life football analytics. They can be helpful for coaches, analysts, and club
managers when making tactical and strategic decisions, increasing the competitiveness of teams. The
methods discussed show the potential for integrating Al into the sports industry and set the direction for
further research in this area.

The experiment included an extensive setup involving training models on 70% of the enriched
dataset, while the remaining 30% was used for testing and validation. Advanced cross-validation techniques
were used to ensure the models' generalization ability. Heatmaps and player contribution graphs were created
to visualize the experiment's results, allowing for a deeper analysis of the impact of individual actions on
team success. The initial step of the experiment was data pre-processing and feature engineering, which
included standardization, normalization, and encoding of categorical data. This was followed by training
models such as RF, CNN, GBM, LSTM, and XGBoost networks. These methods provided flexibility and
accuracy in handling data covering both spatial and temporal aspects of matches. Particular attention was
paid to model validation, where metrics such as precision, recall, and F1-metric, as well as ROC-AUC, were
used to evaluate the ability of models to distinguish between successful and unsuccessful player actions. The
results showed that using VAEP in combination with several ML models significantly improves the
prediction of player actions, their contribution, and injury risks. For example, models such as CNN and
LSTM effectively analyzed temporal and spatial patterns, and XGBoost demonstrated high accuracy in
predicting the likelihood of player injuries and fatigue. Additionally, the experiment allowed us to highlight
key areas of application of ML in football analytics. Firstly, VAEP metrics proved to be a reliable tool for
assessing player contribution, which helps coaches better understand their effectiveness in different game
scenarios. Secondly, injury risk prediction based on biometric and contextual data provided important
information for managing player workload and minimizing injuries. The study results, therefore, highlight the
practical importance of using Al and ML technologies to optimize tactical decisions, manage personnel
resources, and improve overall team performance. The approaches discussed demonstrate that integrating ML
into football analytics has high potential and sets the direction for further research in sports technology.

Figure 1 shows the performance of three ML models (RF, CNN, and GB) across four metrics:
precision, recall, F1-score, and ROC-AUC. The abscissa axis represents the models used, and the ordinate
axis shows the metric values ranging from 0.8 to 1.0. Precision, shown as a solid line, measures the accuracy
of the model’s predictions, while recall (dashed line) evaluates the ability to detect all positive cases. The
dash-dotted line shows the F1-score, which combines precision and recall to assess the balance of the models,
and the dotted line represents the ROC-AUC, which measures the ability of the models to distinguish
between classes.

Model Performance Metrics

1.00 7
0.95 4
§
g 0.90 4 e —m
B e ———
L T —. —_—
0.85 1 .
0.80 i ; T
Random Forest CNN Gradient Boosting
Models
Metrics
Precision Recall —& - Fl-Score ROC-AUC

Figure 1. Comparison of ML models performance by key metrics

To validate whether the observed differences in model performance were statistically significant, we
performed additional hypothesis testing. An analysis of variance (ANOVA) test was conducted across
precision, recall, F1-score, and ROC-AUC for the three main models (CNN, RF, and GB). Results showed
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statistically significant differences (p<0.01) for all metrics, confirming that CNN outperformed other models
beyond random variation. In addition, pairwise McNemar’s tests were applied to compare CNN with GB and
RF in classifying successful versus unsuccessful actions. Both tests yielded p-values<0.05, reinforcing the
superiority of CNN in capturing complex spatial-temporal dependencies. The analysis of the results shows
that CNN achieves the best results in all metrics, including the highest values of ROC-AUC (0.94) and
precision (0.91). RF shows promising results but is inferior to CNN, especially in recall. GB shows the
lowest values in all metrics, especially in recall (0.83). Overall, CNN stands out as the most effective model
among the presented ones, demonstrating stable and high results. At the same time, GB is more suitable for
tasks where accuracy is less critical than interpretability or model performance. In this experiment, CNN
outperformed the other models regarding ROC-AUC, demonstrating its strength in capturing complex spatial
and temporal patterns in match data. RF balanced performance and interpretability, making it a viable option
for post-match analysis. GB, while slightly lagging, offered consistent results across all metrics. This graph
provides actionable insights for analysts and coaches to select the most suitable model depending on the
specific requirements of their analyses - whether prioritizing accuracy, recall, or a balanced approach.

Figure 2 presents a VAEP analysis for three players (Player 1, Player 2, and Player 3), displaying
their total number of actions, successful actions, and VAEP scores. The players’ names are on the x-axis, and
the y-axis shows the metric values. The solid line represents the total number of actions, the dotted line
represents successful actions, and the dashed-dotted line represents the VAEP scores, which characterize the
players’ contribution to the team’s success. Player 3 demonstrates the most significant activity, having
performed 40 actions, of which 33 were successful, and has the highest VAEP score (+3.0). Player 1 follows
him with 35 actions, of which 28 were successful, and a VAEP score of +2.5. Player 2 had the fewest actions
(22) and successful attempts (17), which resulted in his lower VAEP score (+1.8).

Player VAEP Analysis

40
30
g
§ 204
10
— e Ot -
0-— - ;
Player 1 Player 2 Player 3
Players
Metrics
Total Actions Successful Actions —&~ VAEP Score

Figure 2. Analysis of player actions and VAEP scores

The graph shows that Player 3 is the most effective, demonstrating high activity and efficiency.
Player 1 also significantly contributes to the team's success but is inferior to Player 3 in all metrics. Player 2,
on the contrary, is characterized by less involvement and efficiency, which can be explained either by less
playing time or by the peculiarities of his tactical role. This analysis allows coaches and analysts to compare
players' actions and their contribution to the gameplay, identify strengths and weaknesses, and identify areas
for further improvement. To quantify the practical value of tactical decision recommendations, we simulated
match scenarios using substitution and formation-shift rules. When applied retrospectively to test matches,
the optimized substitutions improved predicted win probability by an average of +6.5% compared to the
baseline (p<0.05), while tactical formation shifts increased possession efficiency by 4.2%. Furthermore, three
professional coaches from local clubs were asked to independently evaluate the recommendations on a
5-point likert scale, where the average expert rating was 4.3, indicating strong perceived usefulness and
alignment with expert intuition.

Figure 3 demonstrates the performance of two ML models-logistic regression and XGBoost-in
predicting player injuries. The values of four metrics (precision, recall, F1-score, and ROC-AUC) are
presented as lines for each model, which allows for a clear comparison of their performance. Precision (solid
line) measures the accuracy of predictions, showing what proportion of predicted injury cases were correct.
The XGBoost model shows a higher precision value (0.89) than logistic regression (0.84). Recall (dotted
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line), which characterizes the ability of the model to detect all injury cases, is also higher for XGBoost (0.85)
compared to logistic regression (0.79). Fl-score (dashed-dotted line), which is the harmonic mean of
Precision and Recall, confirms the leadership of XGBoost (0.87) over logistic regression (0.81). Finally,
ROC-AUC (dotted line), which measures the ability of the model to distinguish between classes, is also
highest for XGBoost (0.92) compared to logistic regression (0.87).

Injury Prediction Model Performance

Scores

——
—_——"

0.75 :
Logistic Regression XGBoost
Models

Metrics
Precision Recall —e - [1-Score ROC-AUC

Figure 3. Comparison of the performance of models for predicting player injuries

Figure 3 shows that XGBoost outperforms logistic regression in all metrics, including precision,
recall, F1-score, and ROC-AUC. This confirms that XGBoost is a more accurate and robust model for
predicting player injuries. The analysis highlights the importance of choosing the most appropriate biometric
and performance data model. Figure 4 presents a heat map visualizing the areas of player influence on the
football pitch. The red areas represent areas where players contributed the most to the match's outcome,
while the blue areas indicate areas with low activity or influence. The heat map is generated based on player
actions such as passing, dribbling, and tackling, taking into account their VAEP scores, which quantify the
value of each action in the context of team success.

Heatmap of Player Impact on the Field
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Figure 4. Heatmap of player impact on the field

This visualization is a valuable tool for coaches and analysts, as it allows them to identify strengths
and weaknesses on the pitch. For example, red zones in the attacking third of the pitch may indicate
successful offensive maneuvers, indicating the need to focus on further exploitation of these zones. At the
same time, significant blue zones in the central part of the pitch may indicate insufficient efficiency in
winning the ball or distributing it, signaling the need to improve these aspects of the game. Heat map analysis
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allows teams to adjust tactics, optimize player placement, and refine strategy for future matches. This
approach is becoming integral to modern football analytics, contributing to increased performance and
achieving higher results. Figure 5 illustrates how players' VAEP scores change across matches. This line
graph reflects stability and trends in the players’ gameplay throughout the season. VAEP scores allow us to
quantify players' contribution to the team’s success through successful passes, shots on goal, or defensive

actions.
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Figure 5. Player VAEP dynamics over matches

An increase in VAEP scores may indicate peak performance periods, when a player significantly
contributes to the team’s success. This may be due to effective tactical decisions or successful
implementation of game objectives. Conversely, a decrease in VAEP scores may indicate fatigue, changes in
tactics, or a decline in game form. This requires additional analysis to assess the player’s workload or adjust
the strategy. Monitoring the dynamics of VAEP scores over time provides coaches and analysts with valuable
information about the current form of a player. This allows them to adapt the training process and tactical
settings to maintain an optimal level of performance and improve the overall team result. Figure 6 compares
average VAEP scores for different player positions-defenders, midfielders, and forwards. This bar graph
allows you to assess how players in other positions contribute to the team's overall success. Average VAEP
scores help identify each position's characteristics and importance in the team dynamics.

Average VAEP by Player Position
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Figure 6. Average VAEP by player position

Midfielders tend to have higher VAEP scores due to their active participation in attacking and
defensive transitions. Forwards significantly impact the team’s success by creating and converting scoring
chances, but their contribution to defensive actions may be limited. On the other hand, defenders have lower
VAEP scores due to fewer attacking opportunities, but they play a key role in preventing the opponent’s
success. This visualization provides essential information for assessing positions that require tactical
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strengthening. It also helps to understand how player roles affect team dynamics and how the strategy can be
optimized for better results. Figure 7 presents the confusion matrix, used to evaluate the quality of the
models’ classification by comparing actual and predicted results. The matrix provides detailed information on
how accurately the model identifies successful and unsuccessful player actions.

Confusion Matrix
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Figure 7. Confusion matrix of model predictions

The upper left corner of the matrix reflects the number of true positives—correctly predicted
successful player actions. The lower right corner shows true negatives—correctly identified unsuccessful
actions. The upper right corner contains false positives, where actions were incorrectly predicted as
successful. The lower left corner represents false negatives, where the model missed successful actions.
Confusion matrix analysis allows modelers to identify weaknesses in predictions and improve their
algorithms to improve accuracy and recall. This is especially important for assessing the balance between
sensitivity (the ability to detect successful actions) and specificity (the ability to correctly exclude
unsuccessful actions), which helps develop more accurate and practical models. Figure 8 illustrates the injury
risk probabilities for individual players, calculated based on their physical activity and performance data. In
the graph, bars of varying heights represent risk levels for each player, providing a visual representation of
the team's state in terms of physical fitness.
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Figure 8. Predicted injury risk for players

Higher bars indicate players with an increased risk of injury, possibly due to factors such as high
fatigue, frequent high-intensity sprints, or a history of injuries. In contrast, lower bars represent players with
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minimal injury risk, indicating effective load and recovery management. This visualization provides medical
and coaching staff with valuable information to implement individual recovery programs, reduce injury risks,
and optimize player rotation. This helps maintain long-term team performance and allows for better planning
of player fitness management strategies. The results of this study confirm the superiority of DL models over
traditional statistical methods in football analytics. For example, the VAEP metric provides a more detailed
view of player contributions to team success than standard metrics such as pass completion percentage. Using
deep neural networks provides the ability to evaluate player actions in context and their significance for the
final result. The results obtained have several practical applications. Firstly, data analysis allows for the
identification of areas for improvement in individual players, which enables clubs to develop individualized
training programs to develop specific skills. Secondly, using CNN allows coaches to adjust tactical strategies
in real time during matches dynamically. Thirdly, Al models can identify undervalued players in the transfer
market, which opens up prospects for cost-effective team recruitment. Despite the apparent advantages, the
proposed methods face several challenges. One of the key limitations is the high computational costs,
especially when implementing models for real-time tasks. Another concern is the use of confidential player
data related to the ethical aspects of processing personal information. In addition, the quality of the source
data, which can vary significantly depending on the league and club, affects the accuracy and reliability of
model predictions. These limitations require further research and the development of approaches to overcome
them to fully realize the potential of DL technologies in football analytics.

4. DISCUSSION

The findings of this study confirm the high effectiveness of DL approaches, particularly
convolutional and RNNSs, in analyzing complex patterns of player behavior and team tactics in professional
football. The CNN model proved especially adept at recognizing spatial relationships within match events,
demonstrating superior performance in player skill assessment and tactical analysis compared to classical ML
models such as RF and XGBoost, as also noted by Yunus and Aditya [15] and reinforced by Jia et al. [17].
This superior performance can be attributed to the CNN’s ability to capture spatial dependencies, while
LSTM models contributed by handling temporal sequences more effectively. The combination of spatial-
temporal modeling and richer feature inputs, including contextual and physiological data, likely contributed
to the model’s overall advantage. An important contribution of this research is the combination of
unsupervised clustering with supervised classification for talent identification. This hybrid approach
effectively revealed promising players based on both technical execution and physical development. Similar
attempts were made in [12], [16], but our inclusion of biometric and contextual match data offers a more
comprehensive and scalable approach.

Injury risk modeling was another valuable aspect, with predictive algorithms incorporating
biometric and contextual data to identify players at elevated risk levels. The XGBoost model demonstrated
strong discriminative ability (F1-score=0.87 and ROC-AUC=0.92), closely matching or exceeding results
obtained by Aarons et al. [18], who relied mainly on load data without broader contextual indicators. This
highlights the advantage of integrating dynamic game variables, such as workload and player position at the
time of injury-prone actions. The model outputs for individual action valuation using the VAEP framework
were consistent with expected patterns for key players. Our scores (+1.8 to +3.0) align with benchmarks
reported by Ati et al. [19], where players like Messi and Salah achieved scores in the range of +2.0 to +3.2.
Unlike the original implementation, which was based solely on event data, our model expands the VAEP
methodology by incorporating time-series and physiological information, which enhances interpretability and
real-world relevance for coaching staff.

These findings not only confirm earlier research but also refine and extend current understanding in
football analytics. For instance, while previous works have demonstrated the importance of DL in action
recognition and player evaluation [15], [17], our results show that additional context (biometric and temporal
dynamics) significantly improves prediction quality. Similarly, earlier studies in injury prediction [18]
established the importance of training load, and our results nuance this by demonstrating the impact of in-
game context and fatigue. The VAEP scores obtained in our analysis reinforce the validity of this metric
while extending its usability through enriched feature sets [9]. By combining multiple data sources and
modeling approaches, this study contributes to the methodological evolution of sports analytics and provides
practical tools for real-time decision-making in professional football. Interestingly, most of our results were
in line with expectations based on prior literature and initial hypotheses. CNN and LSTM models were
expected to outperform traditional ML methods due to their known strengths in spatial and temporal pattern
recognition. However, the particularly high accuracy of the XGBoost model for injury prediction, despite its
relative simplicity, was somewhat unexpected and highlights the importance of proper feature selection.

An important methodological contribution of this study lies in framing the developed approach as a
modular decision-support pipeline rather than a set of isolated models. The proposed system integrates
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multiple components-VAEP-based action valuation, CNN/LSTM models for spatial-temporal prediction, and
XGBoost for injury risk-into a unified framework that generates actionable tactical recommendations. This
architecture can be viewed as a lightweight tactical recommendation engine: match data are ingested,
preprocessed, and passed through specialized modules, and the outputs are synthesized into substitution
alerts, formation-shift suggestions, and player workload warnings. By conceptualizing the pipeline in this
way, the study provides not only incremental performance gains but also a scalable foundation for real-time
decision-support in football analytics. Furthermore, we developed visualization prototypes (heatmaps,
contribution graphs, and injury dashboards) that demonstrate how model outputs can be effectively
communicated to coaches and analysts in practice.

Practical integration into team workflows. The developed models can be directly embedded into
existing football club operations to support both strategic and real-time decision-making. For training
schedules, injury risk predictions generated by the XGBoost model can be integrated into player monitoring
systems, allowing coaching and medical staff to adjust individual workloads, recovery protocols, and
conditioning drills. Tactical insights from CNN-based spatial-temporal analysis can be visualized on
interactive dashboards, helping analysts and coaches review player positioning, passing networks, and
heatmaps after each match or training session. During live matches, VAEP scores and predicted action
outcomes can be streamed to pitch-side tablets or analyst booths, enabling rapid tactical adjustments,
substitutions, or marking assignments based on current player performance trends. Furthermore, talent
identification models can be linked to scouting databases, automatically flagging emerging players who
match the club’s performance profile. Such integration ensures that analytical outputs are actionable, timely,
and seamlessly aligned with the daily workflows of technical, medical, and management staff.

With respect to generalizability, our dataset encompassed multiple seasons and professional leagues,
enhancing the robustness of the models. However, the direct applicability of these models to lower-tier
leagues, women's football, or other team sports (handball or hockey) may be limited by differences in game
pace, physical load, and data quality. Transfer learning and additional data collection would be required to
adapt these models to other settings effectively. Several limitations should be acknowledged. Biometric data
coverage was not uniform across teams and seasons, which may affect model generalizability. The
deployment of models in real-time scenarios also poses challenges due to latency, data variability, and
potential noise in sensor inputs. Furthermore, model performance may vary across different leagues with
distinct tactical environments. In future work, these limitations could be addressed by integrating real-time
tracking technologies and wearable sensors to improve data granularity and responsiveness. Additionally,
synthetic data generation or domain adaptation techniques may be explored to compensate for missing or
incomplete data.

5. CONCLUSION

This study highlights the transformative potential of DL technologies in football analytics,
demonstrating their ability to improve player evaluation, optimize tactical decisions, and inform strategic
actions. The results confirm that using VAEP, CNN, GBM, and other ML methods allows for a more
granular understanding of player contributions to team success compared to traditional approaches. Real-
world examples, such as the experience of Brighton and Hove Albion, demonstrate the practical utility of
applying such technologies, especially in improving player preparation and tactical decisions. Experimental
results demonstrate the high accuracy of the used models. For example, CNN achieved an ROC-AUC of 0.94
and an Fl-metric of 0.89, proving their effectiveness in predicting successful player actions. In turn, the
XGBoost model achieved an F1-metric of 0.87 and an ROC-AUC of 0.92, confirming its applicability to
injury risk analysis. The players’ VAEP scores ranged from +1.8 to +3.0, allowing each player’s contribution
to the team’s success to be quantified, providing coaches and analysts with data to inform their decisions. In
addition, heat maps and trend graphs of VAEP scores revealed key areas of player influence on the pitch,
highlighting their strengths and weaknesses. For example, Player 3 demonstrated the highest level of
engagement with 40 play actions, of which 33 were successful, earning him a VAEP score of +3.0. These
results highlight the importance of quantitative analysis for assessing players’ current form and planning their
training load. Despite several challenges, including high computational costs, ethical issues with data use,
and dependence on the quality of the input data, the benefits of implementing Al-based approaches far
outweigh their limitations. By improving these technologies, football clubs will be able to increase their
efficiency, competitiveness and level of innovation, which will benefit players, teams and their fans alike.
This study lays the foundation for further developing and applying DL methods in sports analytics.

Beyond football, the modular nature of the proposed decision-support pipeline ensures
generalizability to other team sports. For example, similar action valuation, temporal modeling, and injury
risk modules could be applied in basketball, handball, or hockey, where spatial-temporal dynamics and
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workload management are equally critical. Thus, while the specific implementation in this study focused on
football, the framework represents a broader paradigm for Al-driven tactical optimization in team sports,
offering potential impact across diverse coaching and training contexts.
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