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This study presents the development of a synthetic dataset and machine
learning models for predicting court decisions in Kazakhstan. The dataset
contains 100,000 cases generated from the Code of the Republic of
Kazakhstan, covering both administrative and criminal offenses. Each record
includes attributes such as the age of the accused, offense type and severity,
and mitigating or aggravating factors. Regression models were applied to
estimate offense severity, level of guilt, and likelihood of penalties, while
classification models predicted the offense category, relevant law articles, and
sentencing type. Predictions addressed both general outcomes—classifying
cases as criminal or administrative—and specific judicial decisions, including
fines, imprisonment terms, and other penalties. Classification models
achieved 92% accuracy in determining offense category and sentencing type,
and regression models reached a root mean squared error (RMSE) of 0.12 for
offense severity. Using synthetic data preserves confidentiality while enabling
pattern discovery for decision support. The results demonstrate the potential

of artificial intelligence (Al) to improve sentencing prediction, prioritize case
processing, and enhance transparency in Kazakhstan’s judicial system.
Beyond transparency in decision support, the proposed approach also shows
potential in crime prevention, workload optimization, and fostering digital
transformation within judicial operations.
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1. INTRODUCTION

Automation and digitalization of legal processes [1]-[3] are becoming an important part of the
modernization of the judicial system in many countries, including Kazakhstan. Modern technologies, such as
machine learning, provide an opportunity to significantly improve the efficiency of law enforcement practice,
especially in conditions of limited access to real data [4]-[6]. Predicting the outcomes of court decisions based
on data allows for a better understanding of the patterns existing in court proceedings, as well as making
informed decisions, minimizing time and resource costs. However, in Kazakhstan, access to real data on court
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cases is limited by confidentiality [7], [8], which creates significant obstacles to scientific analysis and the
development of predictive models based on them [9]. To address this problem, a generated dataset based on
the "Code of the Republic of Kazakhstan" was created [10], [11]. This dataset includes 100,000 cases covering
a wide range of administrative and criminal offenses, which provides a basis for modeling court decisions using
machine learning algorithms. These generated data consist of many attributes such as the age of the accused,
the seriousness of the crime, the degree of guilt, and the presence of mitigating and aggravating factors. The
use of machine learning for data analysis [12]-[14] and predicting judicial decisions [15]-[17] has great
potential. It allows for the discovery of hidden patterns and trends, improves the predictability of case
outcomes, and provides law enforcement agencies with new tools to increase the transparency and fairness of
judicial decisions [18]. In the absence of real data, generated data serves as a useful substitute, allowing for
scenario modeling and hypothesis testing, which can further improve real-world processes once real
information is available.

The relevance of the study is due to the need to improve the efficiency of the law enforcement system
of Kazakhstan, especially in light of the growing volume of cases requiring analysis. Manual analysis and
prediction of the outcomes of trials require significant resources and time, which creates a burden on the
judiciary. In addition, the human factor can lead to errors or inconsistent decisions, which affects the fairness
of the judicial system. The introduction of artificial intelligence (Al) technologies, including machine learning,
will not only automate these processes, but also increase the objectivity of decisions. Digitalization of the
judicial system is also an important aspect in the framework of global initiatives to improve access to justice.
In this context, the use of machine learning to analyze and predict court decisions can significantly improve
the accessibility and transparency of judicial processes. Moreover, such technologies can be used to develop
early warning systems that will help prevent offenses or reduce their recurrence. Research by Erokhin and
Zagler [19] examines the difference between countries with and without tax treaties by analyzing their gravity
characteristics using machine learning methods. The random forest algorithm, which showed an accuracy of
94.3%, is used to predict the probability of concluding tax treaties. 59 pairs of countries that are likely to
conclude such agreements are identified, including Germany, Saudi Arabia, Brazil, Myanmar, and Hong Kong.
The analysis shows that 31 pairs of countries are already negotiating or have signed agreements, 6 have
concluded other types of agreements, and only 19 pairs have no public information about the negotiations,
which confirms the accuracy of the predictions. The results are useful for developing tax policy. Research by
Kukeyeva et al. [20] considers one of the topical issues - the role of Al in international relations and
international law. The main question of the research is to identify theoretical and methodological approaches
for strategic analysis of the use of Al in these areas. In the modern world, there is a need at the interstate and
societal levels to define the role of Al in the political and legal spheres, as its development affects security,
international law, ethical norms and dependencies. The article also examines how international law regulates
state relations in the context of Al use, which contributes to the developing discussion in Kazakhstan on the
regulation of Al and its impact on state acts. Research by Sil [21] discuss the use of Al in the legal field to
predict the outcomes of cases and perform complex tasks. They applied a system based on the random forest
algorithm to predict legal decisions, in particular, to classify violators in cases related to the Dowry Prohibition
Act. Their system helps legal professionals more accurately find violators and resolve cases using machine
learning.

The purpose of this study is to create and implement generated data for the analysis and prediction of
the outcomes of court cases in Kazakhstan, as well as to develop effective machine learning models capable of
predicting the outcome of court cases based on legislative and other data. The work is aimed at developing
classification and regression models that can be used to predict the type of offense, its severity, and the
likelihood of assigning a particular punishment. Thus, this study is important not only for the development of
law enforcement practice in Kazakhstan, but also for the global digitalization of court proceedings. The results
obtained can form the basis for further developments in the field of Al in the legal system, which opens up new
opportunities for improving justice.

2. METHOD

Machine learning algorithms are widely used to solve various problems such as classification and
regression [22], [23]. In this paper, these algorithms help to predict outcomes based on a large number of
features that represent various attributes of a case. One of the key steps in the process of training models is data
preparation, which includes handling categorical variables, filling in missing data, and selecting relevant
features for training. These features are then used to train two types of models: regression models to predict
quantitative values such as the severity of the offense or the guilt of the accused, and classification models to
predict categories such as the article number or chapter of the law under which the accused is charged. The
visualization presented in the images illustrates the process of data processing, model training, and prediction
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for both regression and classification [24]-[26]. In this study, two types of machine learning models were used:
regression and classification. Figure 1 shows the training process of the regression model. In this case, the
training model works with several target variables, such as the seriousness of the crime, the level of guilt, and
mitigating and aggravating factors. These target values are important for determining the degree of guilt of the
accused and the seriousness of the offense committed. The data used to train the model includes a wide range
of features, such as the date of the offense, the date of the trial, the age of the accused, his previous offenses,
the amount of the bribe, the level of alcohol in the blood, the location of the crime and many others. However,
the key point is that features such as the type of law, the article number and the paragraph are not used in
training the regression maodel, since they serve for classification tasks. This is because the accurate prediction
of the classification variables requires the regression results, such as "seriousness™ and "guilt". Data fed to the
model is processed through LabelEncoder to convert string values into a numeric format suitable for training
models. Once trained, the model is capable of producing predictions in the range of 0 to 1, which can be
interpreted as a percentage to visually display the severity of the crime, the guilt of the accused, and other
factors.

Target
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2.Guilt

3 Mitigating
Factors
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Figure 1. The process of training a regression model

An important aspect of this model is its ability to take into account a large humber of features, which
improves the accuracy of predictions. For example, variables such as the intent of the accused, motive, and
amount of damage play a significant role in determining mitigating and aggravating factors. All these features,
being closely related to the final assessments, allow the model to make more accurate predictions. Ultimately,
the regression model predicts the values of the target variables, which can be used for further analysis or
transferred to the classification model for subsequent processing steps. Figure 2 illustrates the process of the
classification model. This model is trained on target variables such as the type of law, article number, and
clause, which allows it to classify cases by articles and chapters of the law. Unlike the regression model, the
classification model uses not only the original features, but also the results obtained during the regression
model. This means that the predicted values of "seriousness", "guilt”, "mitigating factors", and "aggravating
factors™ are used as features for the classification model, which allows it to more accurately predict the legal
category of a case.

The features used for classification include various attributes of the case: date of the offense, article
title, crime location, age of the accused, presence of previous offenses, and other parameters. This diversity of
data allows the model to take into account many aspects that affect the classification of the case under the
corresponding article of the law. For example, if the case is related to a traffic violation, features such as the
type of drug or pedestrian violations may be ignored, since they are not relevant to this type of case. The
classification model is able to take these specifics into account, correctly processing the input data and adjusting
the predictions to accurately predict the target categories. Thus, as a result of the classification model, it is
possible to obtain not only the predicted legal category, but also the corresponding article number and
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paragraph of the law under which the case will be classified. To improve the preprocessing of data for machine
learning models, advanced feature engineering techniques were applied. These included normalization of
numerical features to ensure a uniform range, handling missing data using predictive imputation, and
converting categorical variables into numerical formats through encoding methods such as one-hot encoding
and label encoding. Additionally, correlation analysis was performed to identify and eliminate redundant
features, which helped to reduce dimensionality and improve the computational efficiency of the models.
Moreover, the training process incorporated hyperparameter optimization to enhance model performance.
Techniques such as grid search and random search were employed to find the optimal combinations of
parameters for both regression and classification models. Cross-validation was used to ensure the robustness
of the models by dividing the data into multiple folds, minimizing the risk of overfitting, and validating the
model's ability to generalize to unseen data. These methodological improvements contributed to the high
accuracy and reliability of the predictions, further validating the applicability of machine learning for judicial
data analysis.
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Figure 2. The working process of the classification model

Synthetic data were generated to create a representative and realistic dataset of judicial decisions for
machine learning experiments, compensating for the absence of publicly accessible court records in
Kazakhstan due to legal and confidentiality restrictions. The dataset was designed in full compliance with the
structure and logic of the Code of the Republic of Kazakhstan. The generation process was rule-based, relying
on predefined legislative rules, offense categories, and sentencing norms derived from the Code. Domain
expertise from legal practitioners was incorporated to ensure the realism of case attributes and their
interdependencies. The data generation followed a multi-step process:

— Definition of schema and variables—key attributes included case identifier, type of law
(criminal/administrative), article number, paragraph, article title, date of offense, date of trial, age of the
accused, offense seriousness, guilt level, mitigating and aggravating factors, previous offenses, and
sentencing type.

— Rule-based assignment of values—attributes such as article number, severity, and sentencing were assigned
using decision rules replicating judicial practice in Kazakhstan. For example, high-severity crimes
(severity>0.8) were linked to imprisonment, while minor offenses (severity<0.3) resulted in warnings or fines.

— Randomization within constraints—numerical attributes (e.g., age, damage amount) were randomized
within legally plausible ranges; categorical attributes (e.g., type of offense) were sampled according to
historical frequency distributions.

— Bias control—to prevent overrepresentation of specific offenses or demographics, frequency balancing was
applied, ensuring equal proportions of criminal and administrative cases.
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To ensure clarity and consistency in the modeling process, the following variables were defined and normalized

based on legal criteria:

— Seriousness: a normalized score (0-1) reflecting offense gravity, derived from penalty severity and legal
classification in the Code.

— Guilt: a normalized probability (0-1) based on intentionality, motive, and corroborating evidence; higher
values correspond to deliberate offenses.

— Aggravating factors: normalized count (0-1) of legally recognized aggravating circumstances (e.g., repeat
offense, committed by a group).

— Mitigating factors: normalized count (0-1) of circumstances reducing liability (e.g., voluntary confession,
cooperation with investigation).

Table 1 presents a sample synthetic court case record generated within the proposed framework. The
example illustrates how each record is structured to include key legal and contextual variables: case
identification, law type, specific article, demographic data (age of the accused), and normalized indicators of
seriousness, guilt, mitigating factors, and aggravating factors.

Table 1. Example of a generated synthetic court case record
CaseID  Lawtype Article Age Seriousness Guilt Mitigating factors Aggravating factors  Sentence type  Fine
2023-045  Criminal  188-2 27 0.85 0.92 0.10 0.70 Imprisonment 0

In this example, the seriousness score of 0.85 and guilt level of 0.92 indicate a high-severity,
intentional offense. The aggravating factor score of 0.70 suggests the presence of significant circumstances
intensifying the penalty, such as a repeat offense or group participation, while the low mitigating factor score
(0.10) implies minimal circumstances reducing liability. The sentencing type-imprisonment with no fine-aligns
with the high offense severity and guilt probability, demonstrating that the rule-based generation process
successfully captures logical correlations between offense characteristics and sentencing outcomes. Such
structured records provide a consistent and interpretable input for machine learning models, ensuring realistic
case representation while maintaining data confidentiality. To prevent overfitting and improve generalization,
several regularization techniques were applied during model training. For gradient boosting models
(XGBoost), early stopping with a patience of 50 boosting rounds was used to halt training when validation
performance plateaued, and L2 regularization (reg_lambda=1) was applied to penalize overly complex models.
For neural network models (MLP), dropout layers with a rate of 0.3 were inserted between hidden layers to
reduce co-adaptation of neurons. Combined with cross-validation, these measures ensured stable and accurate
predictive performance on unseen data while minimizing the risk of overfitting.

3. RESULTS

In this study, a generated dataset of 100,000 offense cases was created and used to build and test
machine learning models to predict court outcomes in Kazakhstan. The dataset was developed using the
legislative norms contained in the "Code of the Republic of Kazakhstan" and covered a wide range of criminal
and administrative offenses. The data attributes included parameters such as the age of the accused, the severity
of the offense, the presence of mitigating and aggravating factors, which made it possible to use them to train
the models and obtain accurate predictions. The development of a generated dataset helped to overcome the
problem of the lack of open sources of real case data due to the confidentiality and security of such data. The
generation resulted in 100,000 records, each of which contained information on offenses, including attributes
such as age, type of offense, severity and guilt of the accused, which made it possible to use this data for
analysis. Systematically selected and structured data provided the ability to build and test machine learning
models. Each data record contains a large number of attributes, including the date of the offense, the date of
the trial, the type of law (criminal or administrative), the article number, the paragraph, the article title, the age
of the accused, the seriousness of the offense, the culpability, mitigating and aggravating factors, the presence
of previous offenses, and other important parameters. An example of the structure of the record includes a
unique case identifier, dates associated with the process, such as the date of the offense and the date of the trial,
the type of law, which can be criminal or administrative, and the article number and paragraph indicating a
specific violation according to the code. Important characteristics include the age of the accused, the
seriousness of the offense, the degree of culpability, and mitigating and aggravating factors. Additional
attributes include intent, motive, the amount of damage and fine, the location of the offense, and other details.
Visualization of this data allows you to identify key violations and make informed decisions in the context of
law enforcement and regulation.
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Figure 3 illustrates the frequency analysis of violations under various articles of the Code of the Republic
of Kazakhstan, demonstrating the top 10 most frequently violated articles among administrative and criminal
offenses. Each column on the graph represents the number of violations associated with a particular article, with
the horizontal axis indicating article numbers and the vertical axis indicating the number of registered violations.
The graph presents articles with administrative violations such as using a vehicle without a license (article
441-1), appearing in public places while intoxicated (article 440), violating traffic rules (article 441), violating
passenger transportation rules (article 448), and petty hooliganism (article 449). This analysis allows us to
determine which articles are violated most frequently, which can be important information for making decisions
in the field of law enforcement practice. For example, identifying the frequency of violations by article can help
identify areas that require increased control or revision of legislation to improve law and order.

Top 10 Most Frequently Violated Articles
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Number of Violations

1
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Article 441
Article 441
Article 446
Article 440
Article 442

Article 449
Article 443

Article 442
Article 450
Article 447

Article Number

Figure 3. Frequency analysis of violations under various articles

Figure 4 is a pie chart showing the distribution of law types among all offenses, clearly showing that
the number of criminal and administrative cases in the dataset under consideration is exactly the same, with
each category accounting for 50% of the total number of offenses. Criminal law includes cases related to more
serious crimes, such as murder, theft, fraud, extortion, and other offenses provided for by the Criminal Code
of the Republic of Kazakhstan. Offenses classified as criminal entail more severe penalties, such as
imprisonment, correctional labor, or significant fines. Administrative law covers less serious offenses, such as
minor offenses, traffic violations, or unlicensed business activities, which mostly result in fines or warnings.
An even distribution between criminal and administrative offenses may indicate a balance between the two
types of offenses in the region or time period under consideration. This type of visualization allows for a quick
assessment of the proportions of different types of violations, which is important for analyzing the burden on
the judicial system and the effectiveness of law enforcement practices.

Distribution of Law Types

Administrative Criminal

Figure 4. Distribution of types of law among all offenses

Both regression and classification machine learning algorithms were used to build the models. During
the experiments, the data was divided into training and test samples in a ratio of 80% and 20%. This approach

Bulletin of Electr Eng & Inf, Vol. 14, No. 6, December 2025: 4507-4520



Bulletin of Electr Eng & Inf ISSN: 2302-9285 O 4513

allowed us to evaluate the ability of the models to generalize information on new data and avoid overfitting.
The results showed that the regression models were able to predict quantitative indicators, such as the severity
of offenses and the guilt of the accused, with high accuracy. The classification models effectively classified
the type of offense, articles and points of legislation, which confirms the high accuracy of the models in
classifying data. Various visualization analyses of the data were also carried out during the study. For example,
an analysis of the frequency of violations showed that among administrative offenses, the most common articles
are using a vehicle without a license and violating traffic rules. In turn, among criminal cases, the most common
crimes are fraud and theft. Histograms showing the distribution of the age of the accused showed that most
offenses are committed by young people aged 20 to 30 years, which can serve as a basis for developing
preventive programs for this age group. The modeling results showed high accuracy of predictions. Regression
models demonstrated low root mean squared error (RMSE) values, indicating a small difference between the
predicted and actual values. Classification models also showed high accuracy values, confirming their
effectiveness in classifying the type of offenses and articles of legislation. The use of generated data allowed
the models to effectively learn based on the embedded patterns and templates, which opens up prospects for
further improvement of these models in the presence of real data.

This study demonstrated that the generated data can be useful in the absence of real court data,
providing an opportunity to create predictive models. When real data becomes available, these models can be
further trained, which will increase their accuracy and applicability in real conditions. This opens up new
prospects for the application of machine learning in the judicial system of Kazakhstan and can significantly
improve the efficiency of law enforcement practice. Thus, the results of the study showed that the use of
generated data and machine learning methods for the analysis of court cases in Kazakhstan is an effective
approach that can be expanded and refined with the further development of digitalization of the judicial system.
Figure 5 is a histogram of the distribution of the age of the accused in the studied data sample. The horizontal
axis shows the age of the accused, starting from 18 years old and ending with 80 years old, and the vertical
axis shows the number of accused in each age interval. The most represented age group is people aged 20 to
30 years, with a peak of about 25 years, where the maximum number of accused is observed (approximately
80 thousand). This indicates that the greatest number of offenses are committed by young people. Then the
number of defendants gradually decreases with increasing age, especially starting from 30 years, although a
significant number of defendants are also found in the age group from 30 to 40 years. With age, the number of
offenses decreases, and among people over 50 years of age, there are significantly fewer defendants. This graph
clearly demonstrates the age characteristics of offenders, which can be useful for creating targeted prevention
programs and making management decisions in the field of law enforcement. The histogram emphasizes the
need for increased attention to the age category of young people, since they are most often involved in offenses.
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Figure 5. Distributions of the age of defendants in the studied data sample

Figure 6 shows a histogram of the distribution of offense severity, where the x-axis shows the offense
severity level, ranging from 0 to 100, and the y-axis shows the number of cases for each level. The highest
number of offenses is concentrated in the range from 30 to 40 and from 80 to 90, indicating that offenses range
from relatively minor to very serious crimes. It can also be seen that a certain number of offenses have a low
severity level, closer to 0, but such cases are few. The largest peak occurs at a severity level of about 40,
indicating that most offenses are in the medium severity zone. After this, there is a gradual decrease in the
number of offenses with increasing severity level, with the exception of a new peak in the range of 80-90. This
graph is useful for understanding how often offenses of different severity occur, which can help in developing
preventive measures and forming law enforcement policies.
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Figure 6. Histogram of the distribution of the severity of offenses

Figure 7 shows a histogram of the average guilt level for the top 10 offenses, with the x-axis showing
the offense titles and the y-axis showing the average guilt level (in percentage) associated with each offense.
The offenses related to illegal parking, trespassing, and speeding show high average guilt levels of close to
70%, which may reflect both the level of awareness of the offense and the severity of the offenses. The offenses
related to drug trafficking and extortion also show high guilt levels, as these offenses are often viewed as
intentional and serious. Petty hooliganism and illegal entrepreneurship also have high guilt levels, indicating
that the defendants were aware of their actions and their consequences. The offenses related to traffic violations
and accepting bribes show similar guilt values, emphasizing the conscious nature of these offenses. The
histogram allows us to analyze how the legal system assesses guilt depending on the type of violation, and
highlights that even seemingly “minor” offenses can be assigned a high level of guilt.

Figure 8 shows a histogram of the distribution of different types of punishments, where the x-axis
reflects the types of punishments, such as "Warning", "Fine", "Life imprisonment", "Restriction of freedom",
"Deprivation of freedom", "Corrective labor", and "Administrative arrest", and the y-axis shows the number of
cases for each type of punishment. Warning and fine are the most frequently used types of punishment, which
corresponds to administrative offenses, where less severe measures are more often applied. Restriction of
freedom and deprivation of freedom are less common, which is associated with more serious crimes that
involve deprivation of freedom for certain periods. Life imprisonment is a rare punishment, which is also
logical, since it is applied only in extreme cases of especially serious crimes. Correctional labor and
administrative arrest also occupy relatively small shares among all punishments. This graph demonstrates how
the punishments used vary depending on the seriousness of the offense and the type of law, and helps to
understand which measures are most often applied in the legal system.
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Figure 7. Average guilt level for top 10 articles  Figure 8. Distribution of different types of punishments

Figure 9 shows the evolution of RMSE for the target feature "Aggravating factors". It can be seen that
the RMSE for the training data (train RMSE) decreases over the iterations, indicating that the model is
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successfully learning and is getting better at fitting the training dataset. However, the RMSE line for the
validation data (Validation RMSE) shows a slight increase as the iterations increase. This indicates that the
model may be starting to overfit: it is learning the training data too well, but is unable to apply its knowledge
to new, previously unseen data. This behavior is typical for models that are good at "remembering" the training
data, but are weak at generalizing their knowledge, indicating that regularization or early stopping may be
needed to prevent further error increases during validation.

RMSE for Aggravating Factors

16.75 1

16.70 1

RMSE

16.65 4

—— Train RMSE
Validation RMSE

16.60

0 2 4 6 8 10
Iterations

Figure 9. RMSE for the target feature "aggravating factors"

Figure 10 shows the process of training the model for the "Severity" feature. This graph is very
different from the previous one. In this case, the RMSE line on the validation almost coincides with the RMSE
line on the training data, especially after the first 10 iterations. This means that the model is trained well on
both the training and validation data, which indicates a high ability of the model to generalize its knowledge
and predict the correct values for new data. This graph indicates effective training of the model without obvious
signs of overfitting, which can be considered a positive result. It is important to note that after 30 iterations,
the RMSE on the validation and training stabilizes at low values, which indicates that the model has found the
optimal parameters for predicting "Severity".
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Figure 10. The process of training a model for the "Seriousness" feature

Figure 11 illustrates the training process for the "Softening Factors" feature. This plot shows that the
RMSE on the training data (train RMSE) is constantly decreasing, indicating that the model continues to learn
and becomes more accurate in predicting the training set. However, as in the case of the first plot, the RMSE
on the validation data (validation RMSE) starts to slowly increase with each iteration, again indicating an
overfitting problem. The overfitting here is not as pronounced as in the first plot, but the trend towards
increasing error on the validation is worrisome. This suggests that the model may be too "tuned" to the training
data and is not able to predict effectively on new data. In this case, it may also be useful to introduce early
stopping or regularization methods to improve the generalization ability of the model.
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Figure 11. The learning process for the feature "Mitigating factors"

Figure 12 shows the training process for the Guilt feature. Here we again see a gradual decrease in the
error on the training data (train RMSE), indicating that the accuracy of the model on the training set is
improving. However, the RMSE line for the validation data shows minimal changes, remaining almost stable
throughout all iterations. This indicates that the model achieves a certain level of accuracy on the validation,
which remains almost unchanged. On the one hand, this is good, as it indicates that there is no obvious
overfitting; on the other hand, it may also indicate that the model cannot significantly improve its predictions
on the validation data, and it may be worth considering changing the hyperparameters of the model or
increasing the data volume to further improve the quality of the predictions.
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Figure 12. The learning process for the "Wine" feature

Overall, these plots provide a clear picture of the model's learning progress on training and validation
data for different target features. "Severity" shows the most successful learning, while "Aggravating Factors"
and "Suppressing Factors" indicate potential overfitting issues. To further improve the model, it is important
to investigate methods to prevent overfitting, such as regularization or data augmentation, and to analyze the
model's hyperparameters in detail.

4. DISCUSSION

The performance of the proposed approach was evaluated by comparing the developed models with
baseline algorithms. A random classifier, used as a simple benchmark, showed results close to the expected
probability of random guessing (=50% for binary classification and ~20% for five-class sentence prediction).
Logistic regression, implemented in Scikit-learn with the liblinear solver and default regularization, achieved
an accuracy of 74.3% in classifying offense categories and a standard deviation of 0.24 in predicting offense
severity. These baseline results demonstrate that the optimized models provide significant performance gains,
which is consistent with earlier works showing the superiority of ensemble methods over simple statistical
models in legal decision prediction [12], [19]. The modeling process involved a wide range of algorithms,
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including logistic regression, random forest, gradient boosting (XGBoost), support vector machines, and
multilayer perceptron networks (MLP) for classification, as well as linear regression, random forest regressor,
gradient boosting regressor, and MLP regressor for regression. The models were implemented in Python using
Scikit-learn, XGBoost, and TensorFlow/Keras with hyperparameters optimized to maximize accuracy and
minimize error rates. This comprehensive experimentation confirms that combining synthetic data generation
with advanced machine learning techniques can produce accurate and interpretable predictions of crime
categories and sentencing decisions, as demonstrated in related studies on Al applications in the judiciary [7],
[21]. Despite the promising results, a number of limitations must be acknowledged. The synthetic dataset,
although designed to accurately represent the structure and logic of the Kazakh judicial system, cannot fully
reproduce the complexity of real-world court cases, where the nuances of legal reasoning and unstructured
evidence often play a critical role [8]. The process of generating rule-based data may also inadvertently
incorporate biases inherent in the legal framework or expert assumptions, potentially influencing model
performance. Moreover, due to privacy restrictions, validation on real cases has not yet been conducted,
limiting the ability to fully assess the performance of models in operational settings.

The application of machine learning to predict litigation outcomes inevitably raises ethical questions.
Algorithmic bias can exacerbate or even worsen inequalities if the training data reflects structural disparities
[6]. Without clear mechanisms for appeal and human oversight, automated predictions can undermine
procedural fairness and public trust in the justice system. Transparency and explainability are therefore
essential to ensure that legal professionals understand the basis for each prediction before using it in decision-
making. As noted in previous research [11], the adoption of Al in the judicial field should be approached with
caution, prioritizing fairness, accountability, and the protection of fundamental rights, while harnessing its
potential to improve efficiency, consistency, and accessibility in the justice system.

5. CONCLUSION

This study developed and tested a methodology for generating synthetic judicial data and applying
machine learning models to predict court decisions in Kazakhstan. Using a dataset of 100,000 generated cases,
classification models achieved 92% accuracy in determining offense category and sentencing type, while
regression models reached an RMSE of 0.12 for predicting offense severity. These results demonstrate the
immediate capability of the models to accurately classify cases and estimate sentencing parameters, providing
a reliable decision-support tool for judicial processes even in the absence of real case data.

In the short term, such models can be used to analyze trends, detect inconsistencies in decision-
making, and support judicial staff in prioritizing cases. This can reduce case processing time, minimize human
error, and enhance consistency in similar cases, thereby improving fairness and efficiency in the justice system.
Looking ahead, integrating real court data will allow further refinement of the models, enabling broader
applications such as predictive analytics for crime prevention, workload optimization, and increased
transparency in judicial operations. The proposed approach thus offers both immediate benefits for judicial
decision-making and significant potential for the long-term digital transformation of Kazakhstan’s justice
system.
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