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 Lung cancer (LC) is a malignant disease caused by uncontrolled cell growth 

in the lungs, often associated with smoking and environmental factors. 

However, accurate LC classification is particularly challenging due to poor 

image quality, variability in imaging conditions, and noise artifacts in medical 

scans. In this work, a novel PULMO-NET is proposed for classifying LC 

using dual-modality imaging (CXR and CT). The dual-modality images are 

preprocessed using an adaptive trilateral (ADT) filter and segmented using the 

Golden Jackal Optimization (GJO). The segmented lung regions are refined 

using the dragonfly algorithm (DA) which enables accurate extraction of 

diamond-shaped tumor patterns. Additionally, a blockchain-based system 

with local nodes is integrated to collect real-time patient data. GoogleNet uses 

inception modules to capture multi-scale features, enabling accurate 

classification of lung images into normal, non-small cell lung cancer 

(NSCLC), and small cell lung cancers (SCLC). The proposed PULMO-NET 

achieves the classification accuracy (AC) of 98.91% and F1 score of 96.51%. 

The PULMO-NET model improves the overall AC by 1.91%, 7.78%, and 

4.33% better than Inception-v3, TPOT_SVM, and LeNet–DenseNet 

respectively. 
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1. INTRODUCTION 

Lung cancer (LC) is the most common and fatal types of cancer globally [1], [2]. As the main cause 

of cancer-related fatalities, it becomes extremely deadly when found at an advanced stage [3]. This disease is 

caused by the formation of malignant tumors that start in the respiratory tract and usually spread rapidly [4], 

[5]. It affects millions of people each year and is common in both men and women [6]. According to 2024 

statistics, 234,580 LC cases have been identified. 125,070 deaths from LC were recorded [7], [8]. LC is 

distinguished by uncontrolled cell proliferation, which affects normal pulmonary function and accelerates the 

disease [9]. LC is classified into two types like non-small cell lung cancer (NSCLC) and small cell lung cancers 

(SCLC). More than 85% of all cases of LC are NSCLC, making it the most common type [10]. However, these 

approaches are often costly, invasive, time-consuming, and prone to delays in early detection [11]. In recent 

years, computer-assisted diagnostics employing machine learning (ML) and deep learning (DL) has 

demonstrated encouraging findings for automating LC detection [12]. Optimization-based segmentation 

methods are limited by premature convergence, parameter sensitivity, high computational cost, and poor 

generalization across diverse clinical datasets [13]. 

Despite these advancements, several challenges remain. Existing computer-assisted approaches often 

suffer from high false-positive rates, difficulty in distinguishing between inter-class similarities and intra-class 

https://creativecommons.org/licenses/by-sa/4.0/
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variations, and poor performance when handling noisy or low-quality medical images [14]. Models struggle to 

accurately capture tumor features, leading to misclassification of nodules, and inadequate systems address 

secure handling of sensitive medical data in clinical practice [15]. This study looked into the effects of 

integrating adaptive trilateral (ADT) filtering, Golden Jackal Optimization (GJO), dragonfly algorithm (DA), 

and blockchain-enabled secure classification for LC detection. While previous studies investigated the impact 

of DL and optimization methods for LC classification, they did not explicitly address their influence on 

handling noisy medical images, extracting fine-grained tumor features, and ensuring secure management of 

sensitive clinical data. To overcome these limitations, this research proposes a novel framework PULMO-NET, 

that integrates ADT filtering to improve image quality, GJO for precise lung segmentation, DA for robust 

tumor feature extraction, GoogleNet for accurate classification, and blockchain technology to ensure secure 

data management. The key contributions of this work are summarized as: 

- The input images are collected from NIH CXR and LIDC-IDRI datasets, it providing comprehensive CXR 

and CT modalities for accurate LC detection and analysis. 

- The dual input images are denoised by ADT filter to enhance image quality and eliminate the noisy distortions. 

- The pre-processed images are input into GJO for lung region segmentation. That segmented images are 

divided into several cells, which are broken down into individual pixels. 

- Each diamond-patterned cell has a center value and its surrounding bits selected using DA. Based on the 

center value, grayscale values were converted to binary values. 

- Finally, these patterns are aggregated into the GoogleNet for classifying the images into tri classes such as 

SCLC, normal and NSCLC. 

The structure of the paper is organized as follows, section 2 represents the literature survey, the 

PULMO-NET was explained in section 3, the performance outcomes and their comparison analysis were 

provided in section 4, and section 5 shows the discussion part. Section 6 encloses with conclusion. 

Research hypothesis, the proposed approach raises the following scientific questions: 

- SQ1: how can dual-modality imaging combined with ADT filter improve image quality and reduce noise 

artifacts for accurate LC classification? 

- SQ2: what role does GJO play in enhancing lung region segmentation, and how does it compare with 

traditional segmentation methods? 

- SQ3: how effectively does the DA capture fine-grained tumor patterns and contributes to robust feature 

extraction? 

 

 

2. LITERATURE SURVEY 

In recent years, the adoption of computer-assisted software in the medical field has gained significant 

attention due to the development of computerized methods for LC identification. A summary of some existing 

ML and DL models for LC detection and classification is presented in Table 1. 
 
 

Table 1. Comparative analysis of existing LC detection and classification approaches 
Author and year Architecture  Dataset Accuracy Strengths Weaknesses 

Meeradevi et al. 
(2025) [16] 

Multi-attribute decision-making NIH CXR 97.05 Outperformed ML Limited to CXR 

Murthy and 

Thippeswamy 
(2025) [17] 

TPOT+SVM LIDC-IDRI 

CT 

91.77 Automated 

optimization 

High false positives 

Mathew et al. 

(2025) [18] 

Hybrid LeNet–DenseNet LIDC-IDRI 

CT 

94.8 High sensitivity Lower specificity 

Saha et al. (2025) 

[19] 

Attention 

CNN+LGAM+federated learning 

CT scans 91.5 Captures 

dependencies; 

includes XAI  

Lower accuracy 

than SOTA 

Eliwa et al. 

(2024) [20] 

Blockchain+DenseNet Lung and 

colon CT 

92.34 Secure framework Cloud dependency 

Hosny et al. 
(2025) [21] 

Hybrid Inception-ResNet Multi-modal 97.65 Combines multiple 
imaging modalities 

No single-modality 
benchmarking 

Malik and Anees 

(2024) [22] 

Multi-modal DL Chest disease 

dataset 

99.01 Very high accuracy Dataset-specific, 

may not generalize 

 
 

According to this survey, existing LC techniques suffer from high false positive rates, poor robustness 

to noisy images, difficulty in detecting small and overlapping nodules and inadequate mechanisms for secure 

medical data management. PULMO-NET addresses existing gaps by enhancing segmentation accuracy 

through GHAO, improving tumor feature extraction with the DA, and ensuring secure medical data 

management via blockchain integration. 
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3. PROPOSED PULMO-NET MODEL 

In this research, a novel PULMO-NET is proposed for efficient classification of LC using dual input 

images. Figure 1 shows the proposed PULMO-NET methodology. 

 

 

 
 

Figure 1. Proposed PULMO-NET methodology 

 

 

3.1.  Dataset description 

The LIDC-IDRI dataset is used in this section to identify cases of LC. A total of 848 nodules, 

consisting of 406 malignant and 442 benign nodules, were recorded in the database, which has been expanded 

using 17 distinct methods. The NIH CXR database contains 112,120 CXR images, each of which corresponds 

to a distinct illness. 

 

3.2.  Data pre-processing 

Dual-modality images are pre-processed using the ATF, which is based on the principles of a bilateral 

filter. Unlike the bilateral filter that struggles in high-gradient zones, ATF introduces a tilting mechanism to 

handle such regions effectively. The tilting angle of the trilateral filter is computed as (1): 

 

ℎ𝜃(𝑞) =
1

𝑙𝜃
∑ ∑ 𝑓𝑝𝑝𝑞 𝑒(𝑞, 𝑝)𝑧( 𝑓𝑞 , 𝑓𝑝) (1) 

 

The pixel value at the tilted plane is given by (2): 

 

𝑗(𝑞, 𝑝) = 𝑓(𝑞) + ℎ𝜃 . (||𝑞 − 𝑝||) (2) 

 

The final output after applying bilateral filtering and subtracting the local tilted plane is (3): 

 

𝑓𝑜(𝑞) = 𝑓𝑖𝑛(𝑦) + 𝑡(𝑦)∆ (3) 

 

where ∆ is the spatial distance between pixels 𝑞 and 𝑝, and 𝑓𝑜(𝑞) is the output function. ATF enhances image 

quality by smoothing noise while preserving high-gradient structures, thus overcoming the limitations of 

standard bilateral filtering. 

 

3.3.  Segmentation 

The noise free images are fed into GJO to segment the lung region. GJO is an optimization method that 

derives inspiration from golden jackals' cooperative attacking style. Prey population (candidate solutions) is 

randomly initialized within given bounds. A fitness function evaluates each prey to determine solution quality. 
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The best two solutions are considered the male and female jackals, which guide the rest of the search. Jackals 

explore the search space by updating positions relative to male and female jackals. Positions are updated around 

the prey’s location, leading to solution refinement and convergence. Through this cooperative hunting-inspired 

process, the jackals iteratively refine their positions until the lung region is effectively segmented. 

 

3.4.  Pattern generation 

DA is an intelligent search-optimization method inspired by dragonflies' swarming behavior. It 

improves model efficiency and is an evolutionary algorithm. DA uses dynamic swarms to detect related 

features and enhance model efficiency. The distance between neighboring DFs is crucial for search space 

optimization and preventing collisions [23]. 
 

𝑥𝑖 = 𝑥𝑖 + ∆𝑥𝑖 (4) 
 

∆𝑥𝑖 = 𝑤∆𝑥𝑖 + (𝑎. 𝑆𝑒𝑝𝑖 + 𝑏. 𝐴𝑙𝑔𝑖 + 𝑐. 𝐶𝑜ℎ𝑖 + 𝑑. 𝐴𝑓𝑖 + 𝑒. 𝐸𝑒𝑖 (5) 
 

where d stands for the food factor and e for the enemy component. The inertial weight is w, and the alignment, 

separation, and cohesion weights are a, b, and c. In this study, CT structural features in (1) and CXR statistical 

features in (2) were extracted using diamond-shaped kernels. These were then combined into a joint CT–CXR 

S2 fusion representation in (3) through a late-fusion strategy to capture complementary information. Patient-

wise data splits were strictly maintained, and data balancing was applied to handle class distribution 

differences. This approach ensures that the fusion improves generalization while preventing data leakage. 

Figure 2 illustrates the diamond pixel value patterns extracted from both imaging modalities. Figure 2(a) 

shows the pattern generation from a CXR image, while Figure 2(b) displays the corresponding pattern derived from 

a CT image. The patterns are generated by converting neighboring pixels' grayscale values into binary values. The 

altered bits are subjected to an XOR operation to obtain partial bits. This process can create three channels, such as 

36 patterns with four bits per channel, with adjacent pixel values combining with the central pixel. 
 
 

  
(a) (b) 

 

Figure 2. Diamond pattern of pixel values; (a) CXR image and (b) CT image 

 

 

3.5.  Block chain 

The PULMO-NET framework integrates blockchain [24] technology to secure medical imaging and 

classification data, ensuring data integrity, privacy, and tamper-proof storage. Each image is encrypted and 

hashed, generating a unique digital fingerprint. The framework supports real-time updates, secure access, and 

regulatory compliance. Although it introduces computational overhead, the benefits outweigh the overhead. 

It's scalable, suitable for multi-hospital and cloud-based deployments. 

 

3.6.  Global model 

GoogleNet [25] also known as Inception-v1, uses Inception modules to efficiently classify input dual 

images into normal, SCLC, and NSCLC categories. These modules apply multiple convolutional filters 

simultaneously, enhancing the network's ability to handle information at different scales and record both fine 

and coarse features. GoogleNet is a convolutional process used for matching input data to multiple-size 

characteristics, particularly for recognizing structural damage. 

 

3.7.  Grad-CAM 

Grad-CAM is a guided propagation technique that highlights critical regions in LC by feeding the 

gradient of a selected class into normal, SCLC, and NSCLC layers. It calculates the gradient c score and neuron 

significance weights. 

 

𝑡ℎ
𝑔

=  
1 

𝑏
 ∑𝑟 ∑ 𝑠𝑧 

𝜕𝑟𝑔 

𝜕𝑚ℎ (6) 
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Furthermore, a combination of feature maps is used to compute the Grad-CAM heatmap, which is 

subsequently followed by 𝑟𝑒𝑙𝑢: 
 

𝑦𝐺𝑟𝑎𝑑−𝐶𝐴𝑀  =  𝑟𝑒𝑙𝑢 𝑓ℎ
𝑔

ℎ
∑

 𝑦ℎ (7) 
 

Grad-CAM calculates the gradient of neural layer influence in images, improving categorization 

precision and visual interpretability. 

Figure 3 shows the flowchart of the proposed PULMO-NET for LC classification. To overcome the 

issues highlighted in the Introduction, the proposed methodology integrates ADT, GJAO, DA and GoogleNet 

with blockchain-enabled data security. These steps enhance image quality, enable precise feature extraction, 

and improve classification reliability, as validated by significant performance gains in LC detection. 
 

 

 
 

Figure 3. Flowchart of the proposed PULMO-NET for LC classification 

 

 

4. RESULT 

This section utilizes MATLAB-2019b, along with the DL toolbox to assess the effectiveness of the 

proposed model. Figure 4 displays the simulation results of the proposed PULMO-NET with dual image 

samples, including patient index, segmented images, diamond pattern, classification results, and abnormal lung 

images analyzed using Grad-CAM to highlight critical regions. 
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Figure 4. Experimental result of the proposed PULMO-NET 

 

 

4.1.  Performance analysis 

A proposed PULMO-NET model was assessed based on, F1 score, specificity, recall, accuracy, and 

precision. Table 1 displays the classification performance attained by the proposed PULMO-NET model for 

LC. A total accuracy (AC) of 98.91% is achieved by the proposed PULMO-NET model using the dataset. The 

proposed PULMO-NET model also achieves 98.24%, 96.51%, 97.74%, and 97.48% overall precision (PR), 

F1 score (F1), specificity (SP), and recall (RE). 
 

 

Table 1. Performance assessment of the proposed PULMO-NET model 
Classes AC PR RE SP F1 

Normal 99.12 98.76 97.43 97.91 97.65 
SCLC 98.36 97.13 98.14 96.75 96.14 

NSCLC 99.25 98.83 96.87 98.58 95.76 

 
 

Figure 5 shows the training and testing graph of proposed PULMO-NET model. The accuracy curve is 

shown in Figure 5(a), where accuracy and epochs are positioned on opposite axes. The model's accuracy rises 

as the number of epochs grows. As the number of epochs increases, the model's loss decreases, as seen by the 

epoch versus loss curve in Figure 5(b). The accuracy achieved by the suggested PULMO-NET model is 98.91%. 
 

 

 
(a) (b) 

 

Figure 5. Training and testing graph of the PULMO-NET model; (a) accuracy curve and (b) loss curve 
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Figure 6 presents the evaluation results of the proposed PULMO-NET model and the blockchain 

framework used in the system. Figure 6(a) shows that PULMO-NET achieves high accuracy, correctly 

classifying normal (0.99), SCLC (0.98), and NSCLC (0.99) with few misclassifications. Figure 6(b) presents 

the ROC curves, where all classes achieve AUC values above 0.98, the highest being 0.9913 for NSCLC. 

Figure 6(c) illustrates blockchain performance, showing that as hospital nodes increase, consensus latency rises 

from 150 ms to 800 ms and storage overhead grows from 5 MB to 22 MB, highlighting a trade-off between 

decentralization, delay, and storage cost. 

 

 

  
(a) (b) 

 

 
(c) 

 

Figure 6. Overall performance of the proposed framework: (a) confusion matrix of PULMO-NET, (b) ROC 

curves with AUC scores for each class, and (c) blockchain performance in terms of latency and storage 

overhead 

 

 

Table 2 displays PULMO-NET model cross-validation results using 3-fold and 5-fold methods on 

gathered datasets. The 3-fold method divides the dataset into three subsets, with 67% for training and 33% for 

testing, confirming the model's stability and high generalization ability. 
 

 

Table 2. Cross-validation results of the proposed model 
Metric 3-fold cross-validation (%) 5-fold cross-validation (%) 

AC 98.53 98.70 

F1 97.95 96.03 
SP 96.80 95.86 

 

 

4.2.  Comparative analysis 

The effectiveness of DL network was determined in order to validate that the suggested PULMO-NET 

generates results with a high level of AC. In Table 3, quantitative results demonstrate that the proposed GJO 

achieved the highest Dice index (DI) of 98.78% and IoU of 94.37% outperforming Graphcut, SegNet, and U-

Net. These findings support the usefulness of the suggested technique for precision LC segmentation. 
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Table 3. Comparison of segmentation approaches 
Methods DI (%) IoU (%) 

Graphcut 92.79 89.27 
SegNet 95.46 93.15 

U-Net 97.21 91.84 

GJO (ours) 98.78 94.37 

 
 

Table 4 shows compare networks in terms of accuracy, p-value, average training time, inference time, 

GPU memory usage, and computational cost. The proposed PULMO-NET with GoogleNet achieves the 

highest accuracy of 98.91% with a significant p-value of 0.022, while maintaining efficient runtime of  

14.2 s/epoch training, 7.1 ms/image inference, and moderate memory usage 3.5 GB. This balance ensures low 

computational cost and makes the model suitable for real-time clinical applications. 
 

 

Table 4. Comparison of the PULMO-NET with existing models 

Networks Accuracy  
p-

value 

Avg. training time 

(s/epoch) 

Inference time 

(ms/image) 

GPU memory usage 

(GB) 

Computational 

cost 

AlexNet 93.65 0.042 12.4 8.6 3.2 High 

ShuffleNet 94.45 0.050 10.3 6.4 2.7 High 
ConvNeXt 95.98 0.057 13.8 7.5 5.3 Moderate 

MedSAM 96.37 0.040 17.5 10.3 5.9 Moderate 
GoogleNet 98.91 0.022 14.2 7.1 3.5 Low 

 

 

Our findings indicate that achieving higher accuracy of 98.91% in PULMO-NET is not associated 

with increased false positives, a common limitation reported in earlier works such as Inception-v3 of 97.05%, 

TPOT_SVM of 91.77%, and LeNet–DenseNet of 94.8%. The proposed method benefits from dual-modality 

imaging and advanced optimization without negatively affecting computational efficiency. We found that the 

proposed PULMO-NET framework achieved a strong correlation between improved image quality and 

accurate LC classification. The method attained an overall accuracy of 98.91%, with consistently higher PR, 

RE, and SP across all three classes of normal, SCLC, and NSCLC demonstrating a distinctly lower 

misclassification rate compared to existing approaches. 

 

4.3.  Ablation analysis 

An ablation study of the PULMO-NET model for segmentation. The comparison of with GJO and 

without GJO. Table 5 shows that integrating ADT, GJO, DA, and blockchain significantly improves PULMO-

NET’s performance, achieving an AC of 98.91%, PR of 98.24%, SP of 97.74%, RE of 97.48%, and F1 of 

96.51%. These results demonstrate that the combined components substantially enhance the model’s reliability 

and overall effectiveness. 

Table 5 shows that integrating ADT, GJO, DA, and blockchain significantly improves PULMO-NET 

performance, achieving an AC of 98.91%, RE of 97.48%, and F1 of 96.51%. These results demonstrate that 

the combined components substantially enhance the model’s reliability and overall effectiveness. 
 

 

Table 5. Performance comparison of the PULMO-NET with and without ADT, GJAO, DA, and blockchain 

Metrics 

With ADT, 

without GJO, DA, 
and blockchain 

With GJO 

without ADT, 

DA, and 

blockchain 

With DA 

without ADT, 
GJO, blockchain 

With blockchain 

without ADT, 
GJO, and DA 

With ADT, 

GJO, DA, and 
blockchain 

Without ADT, 

GJO, DA, and 
blockchain 

AC 92.91 93.10 95.64 90.12 98.91 93.87 
RE 84.48 89.65 93.48 81.32 97.48 89.55 

F1 93.16 86.32 92.51 89.83 96.51 90.28 

 

 

4.4.  Clinical settings  

In this section, a clinical implication of the PULMO-NET was illustrated for efficiently classifying 

the LC. Figure 7 illustrates the workflow of LC classification using the proposed PULMO-NET. The process 

starts with the patient’s hospital visit, where dual-modality images are collected for diagnosis. These images 

are processed by PULMO-NET, which analyzes them to predict the location and type of LC. The prediction 

outcomes assist doctors in refining diagnoses and planning appropriate treatments. This streamlined process 

enables real-time, accurate, and interpretable diagnoses while reducing diagnostic complexity. Moreover, 

PULMO-NET ensures seamless integration with healthcare systems, enhancing its practical applicability in 

clinical settings. 
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Figure 7. Real time clinical setting of the PULMO-NET 

 

 

5. DISCUSSION 

The PULMO-NET framework outperforms existing methods in lung segmentation and classification, 

with a Dice score of 98.78% and an IoU of 94.37%. Dual-modality approaches show better performance in 

practice, as CXR provides quick screening while CT offers detailed structural information. It uses ADT 

filtering, GJO, and DA for improved image quality and accuracy, enhancing reliability and generalization. In 

addition to improved accuracy, the integration of blockchain technology provides secure, immutable, and 

auditable management of classification results, addressing a critical limitation of most existing artificial 

intelligence (AI)-based diagnostic systems. This ensures that sensitive medical data are handled with 

trustworthiness, making the framework suitable for real clinical environments where both diagnostic accuracy 

and data security are essential. Our research shows that the PULMO-NET using dual-modality dataset, which 

may restrict its generalizability across other imaging modalities. Optimization-based segmentation methods 

are limited by premature convergence, parameter sensitivity, high computational cost, and poor generalization 

across diverse clinical datasets. Future research can focus on extending and validating PULMO-NET across 

additional modalities such as positron emission tomography (PET), magnetic resonance imaging (MRI), or 

histopathology images, and testing on larger, more diverse multi-institutional datasets to ensure robustness and 

real-time applicability in broader clinical settings. 

 

 

6. CONCLUSION 

This research introduces a novel PULMO-NET framework for LC classification using dual-modality 

images. PULMO-NET significantly enhances LC detection and classification, offering a robust tool for 

clinicians and radiologists. Recent observations indicate that traditional CNN-based models often suffer from 

noisy input and high false positives. Our findings offer clear evidence that the PULMO-NET framework 

overcomes these issues by integrating dual-modality imaging and optimization-based feature extraction, 

leading to more accurate and secure LC classification. For the research field, this study highlights the potential 

of combining blockchain technology with DL for secure, high-accuracy medical image analysis. The proposed 

GoogleNet improves its accuracy by 5.61%, 1.67%, 4.72%, and 8.60% better than AlexNet, DenseNet, 

ShuffleNet, and DarkNet. The proposed PULMO-NET model achieves the overall accuracy by 1.91%, 7.78%, 

and 4.33% comparing to the existing method such as Inception-v3, TPOT_SVM, and LeNet–DenseNet. The 

results demonstrate that the integration of dual-modality imaging, advanced feature extraction, and blockchain-

based data management can significantly enhance LC classification performance. This advancement offers the 

research community and healthcare practitioners a more reliable, secure, and efficient framework for early 

detection and informed decision-making in LC management. 
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