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ABSTRACT

Autonomous vehicle field has seen much development in recent years, especially with the appearance of new efficient control techniques focusing on longitudinal and lateral direction in order to follow a specified trajectory or path. This paper proposes a new systematic control technique to simultaneously generate a suitable speed profile and control the vehicle lateral motion through a predetermined path that considers different driving scenarios representing real-world driving. First, an extended-kinematic model for an autonomous vehicle is designed based on side-slip angle estimation. Then, the proposed technique uses a relationship between lateral error, heading error, and vehicle velocity to generate a suitable steering angle based on super twisting mode control. Second, a speed-planning algorithm is developed to control vehicle velocity. The algorithm uses a strategy for sharp curve identification; then it generates an adequate speed profile depending on the dynamic characteristics of these curves to ensure smooth motion of the vehicle through the whole trajectory. The obtained results from using a speed-planning algorithm with a super twisting controller prove the high performance of this control technique in terms of decreasing errors and respecting passenger comfort.
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1. INTRODUCTION

Autonomous ground vehicles, as a crucial part of the urban transportation system, have become a major axis of research in the automotive industry field. Six standards of autonomy were introduced, from “no autonomous” to “full autonomous” [1]. An automated vehicle system is classified as fully autonomous if there is no human intervention. This type of vehicles has proved to be an efficient transportation way and it is getting more interest than ever before in our society. Currently, autonomous vehicles can only perform the basic operations. Broadly speaking, the driving task includes three sub-tasks [2]: i) sensing and perception; ii) planning and decision; and iii) vehicle control.

In real driving scenarios, lateral and longitudinal controllers are the two basic requirements for vehicle navigation. Lateral control refers to the task of steering and navigating laterally on the road. While longitudinal control is the task where we control the velocity of the car along the roadway, through actions like breaking or acceleration. Different modelling techniques have been proposed for trajectory-tracking field. Many of them are based on kinematic or dynamic vehicle models [3], while others use an extended-
kinematic model [4]–[6]. This last considers the effects of contact forces as disturbances of the model, changing the angular and lateral evolution of the vehicle.

Various techniques have also been developed to control these systems; one interesting approach was provided in [7], which presented a robust lateral torque control function based on Lyapunov method and gain scheduling technique for lateral tracking to ensure both robustness and stability. Mohammazadeh and Taghavifar [8] proposed a robust fuzzy approach for autonomous vehicle path-following is proposed. The system performance was verified in a double-lane-change case under different types of disturbances. Ji et al. [9] used a new control technique, based on coordinate control path-following and yaw moment control, to improve the pursuit accuracy and vehicle stability. A linear time-varying predictive control was used first to generate an accurate steering angle for the front-wheel, then the yaw moment is distributed with vehicle torque requirement. Akermi et al. [10] used a novel sliding-mode in path-following task for autonomous vehicle. They used a fuzzy system for sliding-mode gain automatic adjustment, a disturbance observer for mismatched disturbances estimation and a radial basis function neural networks for uncertainties assessing. Guo et al. [11] proposed a robust H-infinity fault tolerant steering system for autonomous vehicles to improve lateral driving performance while dealing with actuator faults and parameter uncertainties. Baker and Ghadi [12] proposed a fuzzy controller to control an autonomous mobile robot obstacle avoidance by using an adaptive inference engine, fuzzing and defuzzification engine. Shamsuddin et al. [13] reviewed the techniques used in path following and trajectory tracking for autonomous vehicles over recent years, highlighting the advantages and capabilities of each technique.

Most of these mentioned researches dealt with controlling the vehicle lateral motion relatively to the desired path and increasing the system robustness against disturbances. However, there are some works focused on vehicle longitudinal motion by integrating velocity control. Serna and Ruichek [14] developed a dynamic speed adaption algorithm where the vehicle speed is adapted based on road speed limits and path information. In the DARPA grand-challenge (2005), stanley robot [15] used a speed recommender, health monitor, and trajectory planner, to design a powerful system capable of navigating in off-road environments with a high-speed profile. Taheri-Kalani and Zarei [16] designed a sensorless trajectory tracking technique by using a nonlinear observer to neglect velocity sensor and adaptive model reference control to design a dynamic controller. Lee and Prabhuswamy [17] developed an algorithm to determine the adequate speed profile based on speed-limit changes and trajectory curves. The generated speed reference is integrated with conventional adaptive cruise controller to control the vehicle speed. Deng et al. [18] introduced in their research a driver factor, which is acquired from the ratio of driver’s desired speed with the theoretical curve's speed. This factor is integrated with previous vehicle-road interaction model.

The main contribution in this paper includes a performance improvement of the autonomous vehicle steering system by combining a lateral super twisting controller with an algorithm of speed planning. Based on extended-kinematic model, a super twisting controller is designed to control the vehicle lateral position by generating a reference steering command for the steering actuator, ensuring vehicle navigation within the limited boundaries. A curve identification technique is then used to automatically extract the parameters of trajectory curves from geographic information. The obtained data is used in combination with road friction factor and super-elevation angle to generate an adequate speed profile for vehicle motion.

The organization of the paper is as follows: section 2 presents a mathematical description of the extended-kinematic model. Section 3 provides the super twisting lateral controller design. Section 4 describes the identification of trajectory curves and the algorithm used to generate the speed profile. Section 5 details the designed controller performance through simulation results with and without using speed planning algorithm. The last section contains conclusions.

2. AUTONOMOUS VEHICLE MODELING

This section addresses autonomous vehicle modeling task. The vehicle is modelled as a single rigid body and its evolution can be related to that of a bicycle. Just the front-wheel is steerable.

2.1. Extended kinematic model

The kinematic model detailed in [19] described the vehicle evolution under rolling without slipping assumption [20]. In the context of trajectory-tracking, where speed changes are relatively limited, longitudinal sliding is not considered. The main effect changing the vehicle movement is the lateral sliding creating a slip angles in the wheels of the vehicle, $\beta_f$ for the front-wheel and $\beta_r$ for the rear-wheel [21]. Hence, the extended-kinematic model for the vehicle in absolute coordinates can be written as (1) [22]:

where \( x_r \) and \( y_r \) are the vehicle actual coordinates, \( \theta_r \) is the vehicle orientation, \( v \) is the vehicle linear velocity, \( l \) is the vehicle length, and \( \psi_r \) is the front steering angle.

### 2.2. Sideslip angle estimation

We want to obtain values for the two side-slip angles \((\beta_F, \beta_R)\). The direct measurement of these angles is hardly feasible. Therefore, an indirect estimate is necessary to be carried out. The general principle of the designed observer is presented in [5]. It is based on using measurements from the real process from which the measured variable \( X(y_r, \theta_r) \) is deduced. This model allows to calculate an estimated evolution of the variable \( \hat{X}(\hat{\gamma}_r, \hat{\theta}_r) \). The measured system state, composed of lateral and angular position, is deduced (2):

\[
\hat{X} = \begin{bmatrix}
v \cdot \sin(\theta_r + \beta_F) \\
v \cdot \cos(\beta_F) \cdot \frac{\tan(\psi_r + \beta_F) - \tan(\beta_R)}{l}
\end{bmatrix}
\]

The state equation of the system observed is therefore (3):

\[
\hat{\dot{X}} = \begin{bmatrix}
v \cdot \sin(\hat{\theta}_F) \\
v \cdot \cos(\hat{\theta}_F) \cdot \frac{\tan(\psi_r + \beta_F) - \tan(\beta_R)}{l}
\end{bmatrix}
\]

As side-slip angles are limited to a few degrees, the observed state model can be linearized under small drift angles assumption. The nonlinear state model therefore becomes linear (4):

\[
\dot{\hat{X}} = \begin{bmatrix}
v \cdot \sin(\hat{\theta}_F) \\
v \cdot \cos(\hat{\theta}_F) \cdot \frac{\tan(\psi_r + \beta_F) - \tan(\beta_R)}{l}
\end{bmatrix} + \begin{bmatrix} 0 & v \cdot \cos(\hat{\theta}_F) \\ \frac{v}{l \cos \psi_r} & - \frac{v}{l} \end{bmatrix} \cdot \begin{bmatrix} \beta_F \\ \beta_R \end{bmatrix}
\]

Knowing that \( X \) is a measure of the state, the observation error is then completely defined as (5):

\[
e_{obs} = \hat{X} - X
\]

The error dynamics is imposed according to the relation (6):

\[
\dot{e}_{obs} = M \cdot e_{obs}
\]

The choice of the matrix \( M \) Hurwitz allows to ensure the observation error convergence towards zero, and therefore the estimated state convergence towards the measured state [23]. The estimated side-slip angles are therefore deduced verifying the relation in (7).

\[
\begin{bmatrix} \beta_F \\ \beta_R \end{bmatrix} = \left( \begin{bmatrix} 0 & v \cdot \cos(\hat{\theta}_F) \\ \frac{v}{l \cos \psi_r} & - \frac{v}{l} \end{bmatrix} \right)^{-1} \cdot M \cdot e_{obs} - \begin{bmatrix} v \cdot \sin(\hat{\theta}_F) \\ v \cdot \tan(\psi_r) \end{bmatrix} + \hat{X}
\]

### 3. CONTROL LAW DESIGN

In the previous section, a model for autonomous vehicle was introduced. To enable the vehicle to accurately follow a continuous curvature path, a control technique must be developed, where the variables that comprise vehicle posture will be controlled \((x_r, y_r, \theta_r)\).

### 3.1. Path following

Path-following strategy deals with controlling the vehicle lateral deviation around the reference path, and ensuring smooth tracking while maintaining appropriate passenger comfort. The error calculation is used to compute the errors in angle \( \theta_x \) and distance \( y_x \). By defining a point on one look-ahead distance \( L_a \) from the vehicle rear-wheel (Figure 1), the error vector can be defined as (8):
Here, \( (x_d, y_d, \theta_d) \) denotes the desired vehicle pose, and \( (x_r, y_r, \theta_r) \) is the actual vehicle pose. By considering the side-slip angles \( (\beta_F, \beta_R) \) the new error vector, named \((y_{e1}, \theta_{e1})\), becomes (9):

\[
\begin{bmatrix}
    y_{e1} \\
    \theta_{e1}
\end{bmatrix} = \begin{bmatrix}
    -\sin(\theta_d) & \cos(\theta_d) & 0 \\
    0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
    x_r - x_d + L_a \cdot \cos(\theta_r) \\
    y_r - y_d + L_a \cdot \sin(\theta_r)
\end{bmatrix} \\
\theta_r - \theta_d
\]

(8)

Its corresponding derivative (10):

\[
\begin{bmatrix}
    y'_{e1} \\
    \theta'_{e1}
\end{bmatrix} = \begin{bmatrix}
    v \cdot \sin(\theta_d) + L_a \cdot v \cdot \cos(\beta_R) \frac{\tan(\phi_r + \beta_F) - \tan(\beta_R)}{R} \cdot \cos(\theta_{e1}) \\
    v \cdot \cos(\beta_R) \frac{\tan(\phi_r + \beta_F) - \tan(\beta_R)}{R}
\end{bmatrix}
\]

(10)

To avoid cutting edges during vehicle navigation, a designed algorithm for look-ahead distance selection is considered. In this paper, the look-ahead distance value is set to be between 0.5 m and 10 m within a path curvature range, \( \kappa \), of 0.01 to 0.05, as shown in (11):

\[
L_a = \begin{cases} 
  10 & \kappa < 0.01 \\
  -237.5 \cdot \kappa + 12.375 & 0.01 < \kappa < 0.05 \\
  0.5 & 0.05 < \kappa 
\end{cases}
\]

(11)

Figure 1. Lateral control parameters with look ahead distance

### 3.2. Super twisting control

A robust lateral controller should be designed so that the vehicle can correctly pursue the desired path. In this paper, super twisting mode is considered. The super twisting mode is a general idea of the first order sliding mode. It is based on derivation with higher order for the sliding surface to reduce the chattering phenomena and ensure high robustness against disturbance. The super twisting algorithm convergence is insured around the origin of \((s, \dot{s})\) phase diagram. A general form of sliding-surface in the phase plane was proposed by Slotine and Li [24] as (12):

\[
s = \left( \frac{d}{d_t} + k_i \right)^{n-1} \cdot e(t)
\]

(12)

where \( n \) is the system relative degree, \( e \) is the tracking error, and \( k \) is a positive constant that interprets the sliding surface dynamics. For autonomous vehicle path-following, the control law design depends mainly on two variable errors \((y_{e1}, \theta_{e1})\). For that purpose, the proposed surface is designed to merge both the lateral error, \( y_{e1} \), and the angular error, \( \theta_{e1} \), into one sliding-surface, as (13):
\[ s_\psi = y_{e1} + k \cdot \theta_{e1} \] (13)

By using (10), its corresponding derivative (14):
\[ s_\psi' = v \cdot \sin(\theta_{e1}) + (L_a \cdot \cos(\theta_{e1}) + k) \cdot \left( v \cdot \cos(\beta_R) \cdot \frac{\tan(\psi_e + \beta_F) - \tan(\beta_R)}{l} \right) \] (14)

Based on [25] the super twisting control law for the steering controller can be expressed as (15):
\[ \psi_{ST} = \psi_1 + \psi_2 \] (15)

The first part \( \psi_1 \) ensures the convergence of the sliding surface to zero, and it is given as (16):
\[ \psi_1 = -\beta_\psi \cdot \text{sign}(s_\psi) \] (16)

While the second part allows to get soft response by ensuing \( s_\psi = 0 \) as (17):
\[ \psi_2 = -\lambda_\psi \cdot |s_\psi|^p \cdot \text{sign}(s_\psi) \] (17)

Here, \( p \) is a positive coefficient used to adjust the degree of nonlinearity and it is defined by \( 0 < p \leq 0.5 \). This coefficient is mostly fixed at 0.5 to realize the maximum second order sliding mode control. While \( \lambda_\psi \) and \( \beta_\psi \) are positive gains for the super twisting controller, to satisfy the conditions that ensure the system convergence, these gains should be chosen as (18) and (19) [25]:
\[ \beta_\psi \geq \frac{\Phi_M}{\Gamma_M} \] (18)
\[ \lambda_\psi \geq \frac{4 \cdot \Phi_M \cdot (\beta_\psi + \Phi)}{\Gamma_M} \] (19)

where \( \Gamma_M \) and \( \Gamma_m \) are the upper and lower bounds of the uncertain function \( \Gamma \), and \( \Phi_M \) is the upper bound of the uncertain function \( \Phi \). These quantities are positive terms which can be defined at the second derivative sliding manifold (20):
\[ s_\psi'' = \Phi(x, t) + \Gamma(x, t) \cdot \dot{\psi} \] (20)

The second derivative of the sliding surface is derived as (21):
\[ s_\psi'' = \frac{v \cdot \cos(\beta_R) \cdot (L_a \cdot \cos(\theta_{e1}) + k)}{l \cdot \cos^2(\psi_e + \beta_F)} \cdot \dot{\psi} + v \cdot \dot{\theta}_{e1} \cdot \cos(\theta_{e1}) - L_a \cdot \dot{\theta}_{e1}^2 \cdot \sin(\theta_{e1}) \] (21)

Which gives (22) and (23):
\[ \Gamma = \frac{v \cdot \cos(\beta_R) \cdot (L_a \cdot \cos(\theta_{e1}) + k)}{l \cdot \cos^2(\psi_e + \beta_F)} \] (22)
\[ \Phi = v \cdot \dot{\theta}_{e1} \cdot \cos(\theta_{e1}) - L_a \cdot \dot{\theta}_{e1}^2 \cdot \sin(\theta_{e1}) \] (23)

Hence, the desired steering angle, representing the control law of the system, is deduced as (24):
\[ \psi_d = -\lambda_\psi \cdot |s_\psi|^{0.5} \cdot \text{sign}(s_\psi) - \int \beta_\psi \cdot \text{sign}(s_\psi) \, dt \] (24)

To guarantee the system stability, a positive definite Lyapunov function must be chosen for the system state variables, and then its derivative must be negative semi-definite. The Lyapunov candidate is defined based on [26] as (25):
\[ V = \beta_\psi \cdot |s_\psi| + \frac{1}{2} \psi_2^2 \] (25)
The nonlinear state model defined in (1) can be simplified based on a small degree assumption of side-slip angles as (26):

\[
\begin{bmatrix}
x_r' \\
y_r' \\
\theta_r'
\end{bmatrix} = v \cdot \begin{bmatrix}
cos(\theta_r) \\
\sin(\theta_r) \\
\tan(\psi_r) / l
\end{bmatrix} + P
\]

where \( P \) denotes the system perturbation (27):

\[
P = v \cdot \begin{bmatrix}
0 & -\sin(\theta_r) & \beta_F \\
0 & \cos(\theta_r) & \beta_R \\
\frac{1}{l \cos^2 \psi_r} & -\frac{1}{l} & \end{bmatrix}
\]

Assuming that the system perturbation \( P \) is bounded with a known constant \( G > 0 \) as (28):

\[
P \leq G |s_\psi|^{0.5}
\]

Thus, the derivative of \( V \) can be written as (29):

\[
\dot{V} \leq \beta_\psi \cdot \text{sign}(s_\psi) \cdot \left(-\lambda_\psi |s_\psi|^{0.5} \cdot \text{sign}(s_\psi) + G |s_\psi|^{0.5}\right)
\]

By choosing \( \lambda_\psi > G \), the gradient is negative semi-definite right-hand side. Then, the asymptotic stability of the system is ensured.

4. VEHICLE VELOCITY PLANNING

In this section, an approach for adapting the vehicle velocity with trajectory curvatures by generating a speed profile to tune an ideal performance respecting human comfort is developed. The vehicle velocity may depend on several factors like road nature, natural factors, and road speed limits, which can be realized by applying a simple conditional statement. However, the most important factor is the path geometry; this last factor will be the focus of our research.

An overall workflow of vehicle trajectory-tracking using speed planning is presented in Figure 2. Depending on the trajectory coordinates, information about the sharp curves in the path could be extracted; then, by using this information, the optimal velocity for each sharp curve is computed. The generated speed profile is then included in the control law formula to compute the required steering angle, ensuring smooth vehicle navigation with minimum distance error.

![Figure 2. Path tracking structure using speed profile generation](image-url)
4.1. Curve identification

The identification of sharp curves in a trajectory is a main factor in speed adaption procedures. A crucial step in this identification can be performed by computing the bearing-angle. The bearing-angle equation through three consecutive points \(A, B,\) and \(C\) is presented as (30) [27]:

\[
\alpha = \cos^{-1}\left(\frac{(xB-xA)(xC-xB)-(yB-yA)(yC-yB)}{\sqrt{(xB-xA)^2+(yB-yA)^2}\sqrt{(xC-xB)^2+(yC-yB)^2}}\right)^{\frac{180}{\pi}}
\]  

(30)

where \((xA, yA)\), \((xB, yB)\) and \((xC, yC)\) are the coordinates of the points \(A, B,\) and \(C,\) respectively.

The bearing-angle is used to define the direction of one-point relative to another point. Once the bearing-angle is computed, a threshold value needs to be fixed for precise identification of curves. In this paper, a value of 5° is used. When the computed bearing-angle is greater than or equal the threshold value, a new curve begins, and it is identified by its curvature point \(PC\), or the current curve does not end yet. While in the case when the computed bearing-angle is less than or equal to the threshold value, then the exiting curve ends and is identified by its tangency point \(PT\) [28]. Once the trajectory curves are identified with their curvature points and tangency points, then the curves main characteristics can be extracted from Figure 3. In the figure, the radius, the intersection point, the curve center, the curve length, the central angle, and the length chord are symbolized by \((R)\), \((PL)\), \((O)\), \((L)\), \((\gamma)\), and \((C)\) respectively [29].

![Figure 3. Curve parameters](image)

Based on Figure 3 the curve main parameters are computed using these (31)-(34):

\[
R = \sqrt{(x_{PC}-x_{O})^2 + (y_{PC}-y_{O})^2}
\]

(31)

\[
C = \sqrt{(x_{PT}-x_{PC})^2 + (y_{PT}-y_{PC})^2}
\]

(32)

\[
\gamma = 2 \cdot \sin^{-1}\left(\frac{C}{2R}\right) \cdot \frac{180}{\pi}
\]

(33)

\[
L = \frac{\gamma \cdot \pi}{180} \cdot R
\]

(34)

4.2. Speed planning algorithm

Working on minimizing the error vector when the autonomous vehicle is navigating through the trajectory, a speed-planning algorithm is required to control the vehicle speed against lane constraints. By using the information of trajectory curves, friction coefficient, and super-elevation angle, a speed profile can be generated to ensure smooth motion with minimum distance error [30]. According to Figure 4 the centrifugal force is applied to the vehicle as (35):

\[
F_c = m \cdot \frac{v^2}{R}
\]

(35)

From the net forces applied in the horizontal and vertical directions, the centrifugal and normal forces can be expressed by (36) and (37) as:

\[
F_c = N \cdot \sin(\sigma) + N \cdot \mu \cdot \cos(\sigma)
\]

(36)

\[
N = \frac{mg}{\cos(\sigma) - \mu \cdot \sin(\sigma)}
\]

(37)
where $g$ is the gravitational acceleration, $\mu$ is the friction coefficient, and $\sigma$ is the bank angle.

![Figure 4. Forces applied to the vehicle](image)

Then by using (35), (36), and (37), we get (38):

$$\frac{\tan(\sigma) + \mu}{1 - \mu \tan(\sigma)} \cdot g = \frac{\nu^2}{R}$$

(38)

By defining the curvature $\kappa = \frac{1}{R}$ and the super-elevation $\vartheta = \tan(\sigma)$, the vehicle speed can be defined by (39):

$$\nu = \sqrt{\frac{(\vartheta + \mu) \cdot g}{(1 - \mu \cdot \kappa)}}$$

(39)

The friction coefficient is limited from 0.1 to 0.16 while the super-elevation is between 6% and 8% [30]. In real situation, the driver changes the speed depending on the trajectory curvatures. The required distance, $d$, between two speed values depends mainly on the vehicle actual speed, the desired speed, and the acceleration value as expressed in (40):

$$d = \frac{\nu_d^2 - \nu_a^2}{2 \cdot a}$$

(40)

where $\nu_d$ is the desired speed, $\nu_a$ is the actual speed, and $a$ is the required acceleration value.

5. RESULTS AND DISCUSSION

In this section, we present simulation results of the proposed speed planning algorithm with super twisting control technique. To ensure applying our method to different kinds of situations, two proposed trajectories with distinct profiles and curve features are considered with the aim of showing the performance enhancement of the tracking accuracy through varied circumstances. The first trajectory has four sharp curves with a total distance of 2.3 Km, while the second has six sharp curves with a total distance of 3.5 Km as shown in Figure 5. The vehicle starts motion from a starting point at the coordinate (0,0) and navigates anticlockwise until reaching the ending point at the same coordinates as the starting point.

![Figure 5. Vehicle tracking trajectories](image)
5.1. Results using constant velocity

The vehicle navigation performance through the desired trajectories using constant velocity profile is presented in this section. The vehicle starts motion with initial velocity of $0 \text{ m/s}$; respecting the vehicle acceleration for passenger comfort, the vehicle velocity increases to reach a maximum value of $16.67 \text{ m/s}$. Figure 6 demonstrates the lateral and orientation errors results. As can be seen from this figure, the super twisting controller makes the vehicle to pursuit the reference trajectory with small errors. The observed peaks in some parts are mainly corresponding to the trajectories curvatures shown in Figure 5, where the vehicle started turning, to quickly adjusted back to the safety boundaries.

Figure 7 presents the steering angle command and yaw rate during the trajectory-tracking task. It is obvious that the vehicle autonomously drives around the testing place for multiple rounds and throughout the simulation process. The use of super twisting controllers results a smooth steering angle changing curve that does not seem to shudder a lot.

![Figure 6. Lateral and orientation errors using constant velocity](image1)

![Figure 7. Steering angle and yaw rate using constant velocity](image2)

5.2. Results using velocity planning

This section presents the vehicle navigation performance through the desired trajectories using speed-planning algorithm. The speed of the vehicle is limited with a maximum value of $16.67 \text{ m/s}$. Figure 8 presents the generated speed profile, lateral and orientation errors for vehicle trajectory-tracking. Depending on trajectory curvatures, the speed-planning algorithm generates an adequate speed profile for vehicle travel to ensure smooth tracking with high precision. From this figure, it is remarkable that the lateral and orientation errors obtained from merging the speed-planning algorithm with super twisting controller are lower than the ones obtained from using super twisting controller with constant velocity. The speed-planning algorithm works to decrease the vehicle velocity in sharp curves, and that offers the possibility to track the real trajectory with more accuracy.
Figure 8. Speed profile, lateral and orientation errors using speed-planning

Figure 9 presents the vehicle steering angle and yaw rate during its navigation through the desired trajectories. The speed-planning algorithm generates an ideal speed that is used in the lateral control to provide a steering angle to be applied by the vehicle steering wheel. Including this speed profile in steering angle control provides large impact in generating an appropriate command that offers smooth tracking. Figure 10 summarizes the comparison results of vehicle navigation errors with and without using the speed-planning algorithm. The lateral R.M.S error is reduced by 42.86% and 45.45%, while the orientation r.m.s error is reduced by 57.14% and 44.44% for trajectory 1 and 2, respectively. The reduction of these errors proves the high performance of the speed-planning algorithm with super twisting controller and its role in providing good trajectory-tracking with small error.

Figure 9. Steering angle and yaw rate using speed-planning
6. CONCLUSION

In this work, we have presented a performance enhancement for autonomous vehicle trajectory tracking by combining a designed speed-planning algorithm with lateral super twisting control. The main characteristics of trajectory curves were used to extract the ideal speed of each part of the trajectory and then obtain a perfect speed profile for vehicle navigation. Then, a super twisting controller was designed to control the vehicle lateral motion and ensure smooth tracking with high performance. The system stability with super twisting control was proved mathematically using Lyapunov theory. The obtained results through different kinds of scenarios proved that the designed control algorithm is capable of tracking the defined trajectory with high accuracy and effectiveness. The importance of including the speed-planning was illustrated by decreasing the error value and ensuring comfortable motion through the whole trajectory.
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