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 Johnson's rule is a scheduling method for the sequence of jobs. Its primary 

goal is to find the perfect sequence of functions to reduce the amount of idle 

time, and it also reduces the total time required to complete all functions. It 

is a suitable method for scheduling the purposes of two functions in a 

specific time-dependent sequence for both functions and where the time 

factor is the only parameter used in this way. Therefore, it is not suitable for 

scheduling work for computers network, where there are many factors 

affecting the completion time such as CPU speed, memory, bandwidth, and 

size of data. In this research, Johnson's method will adopt by adding many 

factors that affect the completion time of the work so that it becomes 

suitable for the site’s job scheduling purposes to reduce the waiting and idle 

time for a group of jobs. 
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1. INTRODUCTION 

Johnson's rule is a scheduling method for the sequence of jobs [1]. When the database saves on 

multiple sites across various locations, it’s called distributed database [2], this database stores in multiple 

computers existing on the same sites, or it can share through a network of computers connected to each other 

[2], [3]. This system comprises a database distributed over unrelated sites with some [4], [5] because it does 

not share any of the physical system components. Administrators can have control over these databases, as 

they can distribute sets of similar data through the replication process, or even sets of different data, and in 

both cases, this can by distributing them to multiple physical sites on network servers or decentralized 

computers on the internet, such as by allowing tasks to be performed on multiple devices and end-user 

performance can have improved by using distributed databases [6]. 

The problem we may have is that in some requests we may need some data on one server called A 

which contains part of the database and the other data keep on another server, let’s call it B, the data on 

server A may be an input to that data on server B. Such a dilemma may require careful scheduling of these 

requests so that processing is in the least amount of time and can get by maximizing interference in servers 

work (reducing the total elapsed time as much as possible) and reducing the idle time as much as possible 

from both servers [7], [8]. According to Johnson’s procedure [1] which is based on the processing time of 

requests only, has improved. It has developed by adding some other variables in order to simulate the actual 

and practical reality of this method.  

In other words, the dilemma is how to find the best order in which you must implement a set of tasks 

to execute on different devices for effective use of the facilities available to reach greater throughput through 

reduces the total time elapsed (the time of starting processes first job to the end of processes of the last one). 

https://creativecommons.org/licenses/by-sa/4.0/
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For example, suppose that on two machines there are two tasks need processing. Then the function can 

enumerate by the counting method. However, if the number of required functions and the machines to be 

performed increases, the problem will be more complicated. So, the traditional method of counting will be 

inappropriate and useless. Suppose we have M number of machines and N number of functions. Then we 

have around N! to the power of M sequences. For example, if N=6 and M=5, then (6!)5=193, 491, 763, 

200,000 sequences we have. It takes a long time to search for all sequences and choose the optimal sequence 

among all sequences. Next, we are looking for an easier way to find the optimal sequence. Johnson’s 

procedure is a good way to explain the interference between machines and to reduce the idle time of those 

machines, but this method relies on one parameter to calculate that relationship, which is the time required to 

complete the work. But for computers, there are several parameters that affect the completion speed, such as 

the speed of the central processor, memory requirements, RAM, bandwidth, path length to, and from the 

devices, as well as possible path congestion [5], [9]. In this paper, we used some of these parameters with the 

Johnson procedure and apply it to several servers. As a result, it is possible to get the desired sequence by 

which the overlap of servers is optimal and suitable for application in a computing environment. 

 

 

2. METHOD 

2.1.  Principal assumptions 

The general assumptions for sequence problems are: i) know the processing times on each server,  

ii) the time required to complete the task is independent of the order of the functions to be processed, iii) no 

servers can process more than one function at the same time, and iv) transition time from one server to 

another is negligible. Every task is non-preemptive (once it starts the execution on the server, we cannot 

interrupt it until the execution finished). When several functions given to be executed and require processing 

on two or more servers, the major concern of the manager is to find the order or sequence to perform these 

functions [3], [10]–[12]. We can broadly divide these sequence problems into two groups. 

In the first case, there are N number of tasks to be performed, each of which requires processing on 

some or all different k servers. We can determine the effectiveness of both sequences that are technically 

workable (i.e. those that meet the limitations of the order in which each function must be processed through 

machines) and choose a sequence that improves effectiveness. For clarity, we may specify the processing 

times of each of the N functions on each of the k machines. In a certain order and the performance time of the 

functions may be the measure of effectiveness. We will choose sequences in which the total time spent 

processing all functions on the devices is minimal. The possibilities that could include the number of tasks 

and the number of servers is: i) two machines A and B have N functions, and each function will go to 

machine A first and then to B, ii) three machines A, B, and C have N functions, and each function will go to 

machine A first and B second and then to C, and iii) problems with n jobs and m machines. All of the above 

possibilities can take the same approach used in this research paper, where we have explained the first case in 

(3.2) and in the same way that the other second and third cases can have adopted. 

 

2.1.1. Handling N number of tasks on two devices 

The easier possible sequence problem is the N-machine sequence problem. Where we want to 

determine which sequence n-job should be handled by two machines to reduce the total elapsed time T [13]. 

The matter can be qualified as: i) two devices were used A and B only, ii) each function is implemented in a 

sequence of AB, and iii) right or predictable times of implementation of all jobs recognized and given in the 

following Table 1. 

 

 

Table 1. Expected processing times 

Machine 
Job(s) 

1 2 3 -- - i -- - n 

A A1 A2 A3 -- - Ai -- - An 
B B1 B2 B3 -- - Bi -- - Bn 

 

 

2.2.  Johnson procedure steps 

The dilemma is to find the order of functions to reduce the amount of elapsed time T. We know the 

solution to this dilemma is the Johnson procedure [1] which includes the following steps: 

a. Step 1: select the lowest processing time occurring in the list of jobs, if there is a tie, select any one. 

b. Step 2: if the minimum processing time is Ar, select the rth function first. If the minimum processing 

time is Bs, select the sth function last. because the given order is AB. 
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c. Step 3: repeat the first and second steps for the remaining set of processing times obtained by omitting 

the processing time for each of the two machines corresponding to the already assigned task. 

d. Step 4: continue in the same way until all functions are processed. 

e. Step 5: find the idle times and the sum of elapsed time on devices A and B, then the result is an optimal 

sequence. 

Total elapsed time=T1-T2 

Where T1= the starting time of the first task in the optimum order on the first device, and T2= the completing 

time of the last process in the optimum order on the second device. 

Idle time on machine A=T2–(T1+ turnaround time of the first task). 

Machines performance: there are five most common causes that cause a bottleneck. 

- CPU utilization 

CPU usage can increase significantly. In particular, if each entity can interact with each other in the 

same space, the load will increase quadratically with the number of entities [14]. When the system is 

overloaded, the rate to send updates to the users is slowing down, and responses to user input, can lead to a 

significant deterioration in user experiences. 

Figure 1 shows examples of CPU usage with different loads on different actors. The increase in load 

is directly proportional to the increase in the number of simultaneous users. As the number of simultaneous 

users increases, the CPU's quadratic load will increase around O (n2). With the rise in the grist of 

simultaneous users, the network can flood the traffic with a square speed that coincides with the number of 

concurrent users. According to Microsoft, “if the processor is too busy and cannot respond to all requests 

within that time, then there will be bottlenecks in the processor”. It therefore cannot to perform its assigned 

tasks in a timely manner. This bottleneck appears in two cases: the first is when the processor is working at 

over 80% of its capacity for a long time, and the second is when the queue is extremely long. 

- Memory utilization 

As shown in Figure 1, the computer memory bottlenecks indicate that the system does not have fast 

RAM and/or does not have enough one [15]. Then the speed of data delivery to the CPU will reduce, as a 

result, the slow implementation of the processes. Where the system does not have enough will transfer the 

stored data to the hard drive through the swap-out and swap-in process to keep the processes running, which 

significantly slows down the system. If the RAM cannot connect data to the CPU quickly enough, the device 

will experience a slowdown, and therefore the CPU will enter the idle phase most of the time [16]. 

 

 

 
 

Figure 1. Bandwidth and CPU utilization vs number of simultaneous users 

 

 

- Network utilization 

If the required bandwidth is insufficient for inter-device communication or processing power to 

complete the task quickly enough, network bottlenecks will occur [17], [18]. It is also unnecessary to use 

bandwidth more than the actual need. According to Microsoft, bottlenecks on the network occur when the 

network loses its integrity and when there is an overload on the server, or on the network connection device. 

If we ask, how much bandwidth do we really need, anyway? ISPs, have the simplest answer to this question, 

there must be a balance between price and performance and the result is the best option. Determining the 
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level of performance that you need is directly related to the type of service required, as prices vary from place 

to place for service providers, and this requires us to make some concessions in one option at the expense of 

another. So, first, we need to know the speed we need to support the devices used on the job site [19]. A 

service offering that provides a range of megabits per second of download bandwidth should provide a good 

level of performance that supports all the current optimal use cases for most people working on these devices. 

- Software limitation 

Sometimes, identifying bottlenecks due to the program itself. Programs handle a few tasks 

simultaneously, so that the program does not use any additional CPU or RAM assets, even when they are 

available. In addition, we write the program in a manner not compliant with multiple CPU streams [20]. 

Therefore; it used only one core even if the processor is multi-core. 

- Disk usage 

Typically, long-term storage is the slowest component inside a computer. This includes a hard disk 

drives and SSDs, often a bottleneck in computers. Even with faster long-term storage, its actual speed is 

limited [21]. 

 

2.2.1. Example of Johnson method 

Suppose we have seven jobs. All of them must pass to servers A and B in the order AB, and the 

processing time in milliseconds shown as in Table 2. To determine the order of these functions that will minimize 

the total elapsed time T. We find the smallest job is 1 ms for job 6 on machine B so we have to schedule job 6 last 

on machine A as shown in Table 3. The processing time reduced set becomes as shown in Table 4. 
 

 

Table 2. Processing time 
Job number 

Server 
1 2 3 4 5 6 7 

Server A 3 12 15 6 10 11 9 

Server B 8 10 10 6 12 1 3 

 
 

Table 3. Schedule task number 6 
 Job number 

Job sorting       6 

 
 

Table 4. Updating processing time 
Job number 

Server 

1 2 3 4 5 --- 7 

Server A 3 12 15 6 10 --- 9 
Server B 8 10 10 6 12 --- 3 

 

 

There are two equal minimum values processing time of 3 ms for job 1 on machine A and for job 7 

on machine B, according to the rules, job 1 is scheduled first and job 7 next to job 6 as shown in Table 5. 

After that, Repeat the procedure until the end, so the sequence will be as shown in Table 6. Thus, the final 

result that can be obtained through the work of both servers can be obtained in Table 7. The minimum 

elapsed time is 67 ms, the idle time for server A is 1 (67-66), and the idle time for server B is 17 ms. If the 

processing time is changed by another representing the bandwidth or memory capacity, the string will change 

to a different one. 
 

 

Table 5. Schedule task number 1, 6, 7 
 Job number 

Job sorting 1     7 6 
 

Table 6. Schedule all the tasks 
 Job number 

Job sorting 1 4 5 3 2 7 6 
 

 

 

Table 7. Idle time for servers A and B 
Servers 

Jobs 

 

Server A Server B 

Idle time for server B Time in Time out Time in Time out 

1 0 3 3 11 3 
4 3 9 11 17 0 

5 9 19 19 31 2 

3 19 34 34 44 3 
2 34 46 46 56 2 

7 46 55 56 59 0 
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6 55 66 66 67 7 

2.3.  Proposed strategy 

While all parameters are important and cannot neglect at the expense of a single parameter with load 

balancing [22]–[25], the distribution of loads relied on calculating memory. For example, as in the weighted 

Round Robin algorithm, the weights representing memory capacity are the target in the number of requests 

sent to a particular server. In this paper, we have proposed a simple method to integrate most of all these 

requirements in a certain percentage that is determined by the admin, as shown in (1): 

 

Let result 𝑖 = 𝑃𝑖𝐵𝑊 × 𝑊𝑖𝐵𝑤 + 𝑃𝑖𝐶𝑃𝑈 × 𝑊𝑖𝐶𝑃𝑈+𝑃𝑖𝐼/𝑜 × 𝑊𝐼/𝑂 𝑎𝑛𝑑 𝑊𝑖𝐵𝑊 + 𝑊𝑖𝐶𝑃𝑈 + 𝑊𝑖 𝐼/𝑂 = 1 (1) 

 

Where result i represents the cost of selecting the required model for the service i where 1≤ i ≤ n, PiBW 

represents the percentage of the available bandwidth between the client and the server i, which should be 

divided by the higher theoretical bandwidth, WiBW  represents the percentage of network and server 

bandwidth i determined by the administrator of the organization, PiCPU represents the CPU idle state of server 

I, WiCPU represents the percentage of CPU of server i determined by the administrator of the data grid 

organization, Pi I/o represents the memory-free space of server I, and Wi I/O represents the percentage of 

memory-free space determined by the administrator of the data grid organization. 

 

2.4.  Proposed algorithm 

The following algorithm is implemented using the C++ language; this algorithm is used to 

implement two functions (A and B), the output of one of which is the input of the other. This algorithm is 

supported by some parameters; the first is the CPU speed and memory capacity, which slightly affects the 

speed of task execution; the second parameter is the value of the bandwidth between servers and clients; this 

value is the most important factor affecting the speed of task completion. The purpose of implementing the 

algorithm is to reduce the idle time of the processor and thereby reduce the execution time. 

 

Start 

WiBW + WiCPU + Wi I/O   =1;    

for all server; Read CPU speed and Memory capacity; 

for all servers; Read the bandwidth amount between servers and clients; 

for all servers; Read the weight of CPU speed, Memory capacity, and bandwidth; 

For all i of first server A; 

A[i]=result 𝑖 = 𝑃𝑖𝐵𝑊 × 𝑊𝑖𝐵𝑤 + 𝑃𝑖𝐶𝑃𝑈 × 𝑊𝑖𝐶𝑃𝑈+𝑃𝑖𝐼/𝑜 × 𝑊𝐼/𝑂;// i=number of job 

For all i of second server B; 

B[i]=result 𝑖 = 𝑃𝑖𝐵𝑊 × 𝑊𝑖𝐵𝑤 + 𝑃𝑖𝐶𝑃𝑈 × 𝑊𝑖𝐶𝑃𝑈+𝑃𝑖𝐼/𝑜 × 𝑊𝐼/𝑂; 

For all i; Read minimum value of A[i] and minimum value of B[i]; 

If A[i] < B[i]; 

K[i]=A[i] else K[i]=B[i]; // K[i]=scheduling array  

Remove A[i] and B[i] from the list; 

Continue until the list become empty; 

End 

 

 

3. RESULTS AND DISCUSSION 

Suppose that a certain agent works to provide services to its customers. Through his experience, the 

requirements for CPU speed are 70% important while the memory capacity is 30%, but the bandwidth size is 

10% of what is available is enough. Table 8 illustrates the process time, bandwidth, and memory capacity 

between each job (clients) and server A. 

 

 

Table 8. The process time, bandwidth, and memory capacity between each client and server A 
Job 

Server specification 
1 2 3 4 5 6 7 

CPU speed 3 12 15 6 10 11 9 

bandwidth 5 4 7 8 5 3 10 

Memory capacity in GB 200 400 800 500 100 600 300 

Result  𝑖 = 𝑃𝑖𝐵𝑊 × 𝑊𝑖𝐵𝑤 + 𝑃𝑖𝐶𝑃𝑈 × 𝑊𝑖𝐶𝑃𝑈+𝑃𝑖𝐼/𝑜 × 𝑊𝐼/𝑂 62.6 128.8 251.2 155 37.5 188 96.4 
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Table 9 illustrates the CPU speed in gigahertz, bandwidth, and memory capacity in GB between 

each job (clients) and server B. Now we have values that differ from those in the example, which depend on 

the processing speed. When we use these values and do the same processing above, the chain that is best to 

follow is as follows and the result of implementation of the Jonson method is as shown in Table 10, while the 

work of both servers together can be illustrated by Table 11. 

 

 

Table 9. Processing time 
Job 

Server 
1 2 3 4 5 6 7 

Server A 62.5 128.8 251.2 155 37.5 188 96.4 

Server B 35.7 91.5 211.4 125 38.8 180.9 123 

 

 

Table 10. Tasks schedule 
 Execution sequence 

Tasks 5 7 3 6 4 2 1 

 

 

Table 11. Idle time for servers A and B 
Server  

Jobs 
Server A Server B 

Idle time for server B 
Time in Time out Time in Time out 

5 0 10 10 5 0 

7 10 19 22 7 10 

3 19 34 34 3 19 
6 34 45 45 6 34 

4 45 51 51 4 45 

2 51 63 63 2 51 
1 63 66 73 1 63 

 

 

The minimum elapsed time is 81 ms (it is the time when all tasks are completed by both servers), the 

idle time for server A is 15 (the difference between the server’s end time =81-66=15), and the idle time for 

server B is 31 ms. Figure 2 illustrates the processing time for all the jobs by each server individually, while 

Figure 3 shows the overlap times between servers. Figures 4 and 5 shows the processing time, bandwidth, 

and memory capacity between each client and servers A and B respectively. Servers A's and B's processing 

time for each task is shown in Table 9 and Figure 6 shows the relationship between these two servers based 

on the score value of each. 

 

 

 
 

Figure 2. Process time for all jobs 
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Figure 3. Interference times between servers 

 

 

 
 

Figure 4. The processing time, bandwidth, and memory capacity between each job (clients) and server A 

 

 

 
 

Figure 5. Score of the process time, bandwidth, and memory capacity between each clients and server B 
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Figure 6. The process time, bandwidth, and memory capacity between each client and servers 

 

 

4. CONCLUSION 

Through the example, we found that the idle time of both servers is higher with entering other values 

such as bandwidth and memory that may be desired in the calculations such as the size of the RAM or the 

speed of the network. But in fact the application from the practical side is contrary to this because the 

theoretical calculations do not reflect the reality of the situation. For example, calculating the values for the 

processing speed of the server is inside the machine only, while the data may not reach it due to poor internet, 

lack of bandwidth, or low speed in the network itself, and perhaps due to high traffic. These reasons may lead 

to a very high idle time if the rest of the parameters are not considered.  
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