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 In recent years various attempts have been made to automatically mine 

opinions and sentiments from natural language in online networking 

messages, news, and product review businesses. Sentiment analysis is 

needed as an effort to improve service performance in the organization. In 

this paper, we have explored the polarization of positive and negative 

sentiments using Twitter user reviews. Sentiment analysis is carried out 

using the Naïve Bayes (NB), support vector machine (SVM), and logistic 

regression (LR) model then compares the results of these three models. The 

results of the experiment showed that the accuracy of LR was better than 

SVM and NB, namely 77%, 76%, and 70%. 
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1. INTRODUCTION 

Communication or interaction is a basic need of human life as a social being. Human 

communication needs to aim to observe the environment so that humans can survive and adapt to the 

environment [1]. The communication process requires an instrument as a connector for information. Today, 

mass media communication has become a vital element in leading and changing human opinion. In the past, 

media were described as newspapers, magazines, radio, films, and television. However, with current 

technological advances, mass media is associated with the use of the internet in interactive mass media. 

Today's communication technology plays a role in sustaining the shift from conventional media to modern 

media [2]. 

In recent years, opinion and sentiment mining has been automated using online messages, such as 

Twitter threads, news, and product reviews. This research utilizes Indonesian language threads or tweets that 

talk about immigration services in Indonesia. Sentiment analysis is a method whose implementation utilizes 

data in the form of text by evaluating and identifying feelings and opinions, both positive and negative [3]. 

Twitter users can provide objective opinions on various topics or issues [4]. One of the earliest studies on 

Twitter sentiment analysis was conducted by [5], who considers problems as two classes of classification and 

characterizes tweets as positive or negative. Researchers conducted sentiment analysis on reviews using the 

Naïve Bayes (NB), support vector machine (SVM), and logistic regression (LR) model. SVM has been 

widely used for classification and regression. Theoretically and practically, this algorithm has proven its 

achievements in various domains [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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A study has proven the effectiveness of SVM for processing Arabic tweet data [7] with satisfactory 

results. Another study was conducted by [8] using a dataset for sentiment analysis with NB and SVM.  

Alves et al. [8] also presents the method used to classify the polarity of tweet sentiment by considering 

spatial and temporal information. Kharde and Sonawane [9] prove the effectiveness of SVM and NB in 

sentiment analysis data through results and tables collected using datasets from Twitter. Troussas et al. [10] 

also used NB to classify Facebook status and the results were compared with the rocchio classifier and 

perceptron classifier. The results showed that NB has a better precision level of 77%, compared to the last 

two classifiers. The NB method can also be combined with the feature selection method of the genetic 

algorithm. Muthia [11] have been done by using hotel review data. As a result, the original NB method 

obtained an accuracy rate of 78.5% and after being combined with feature selection from the genetic 

algorithm the accuracy rate became 83%. Martiti and Juliane [12] also found that the accuracy of NB used in 

the sentiment analysis application they made was 86.6%. 

The Directorate General of Immigration (Ditjenim) is a government agency that provides public 

services in the field of immigration, is also uses Twitter as a communication instrument. Not only that, but 

the technical service units (UPT) spread across Indonesia also have accounts Twitter in order to realize good 

governance. Twitter as a medium of relations must be able to accommodate providing two-way 

communication facilities between government administrators and the community. Departing from the number 

of internet and Twitter users in Indonesia, of course, this is a big potential for the use of big data by the 

Ditjenim and other UPT immigration. Big data is a system that unites the real world, humans, and the virtual 

world (social media) [13]. Sourced from the data record of user conversations on Twitter, if the processing is 

carried out, of course, it will produce a certain pattern or characteristic of information. This can be used in 

formulating strategies, research, and market (community) responses to an immigration service or product.  

Ditjenim has great potential in processing and utilizing big data, the article is that there are 126 UPT 

spread throughout Indonesia that provide immigration services in the form of issuing passports, visas, and 

residence permits, of course, it requires professional data handling related to public complaints. Big data 

contained in social media is an unstructured form of data [14] and has no pattern or schema [15]. Text mining 

is used to process unstructured and patterned text data [16]. 

Complaints in the form of tweets when compiled and analyzed can provide important information 

that has characteristics or patterns to certain trends or issues related to immigration services. The data can be 

used as a means of conducting sentiment analysis on various immigration policies, so that it can provide 

feedback for institutions to improve in the future. In addition to SVM, this study also uses a highly 

probabilistic NB classifier model. This method is simple but powerful because it has a high value of accuracy 

and performance in classification [17]. The NB method can be used to polarize sentiment into positive and 

negative categories [10]. Likewise, the LR model which is a supervised learning algorithm and can be used to 

classify text data also applied to this research so that the performance of the three algorithms can be 

compared. The comparison is done by looking at the confusion matrix and the area under curve (AUC) value 

on the receiver operating characteristic (ROC) curve of each algorithm. Classification quality is seen from the 

AUC value which is divided into several groups [18], 0.90-1.00 for very good classification, 0.80-0.90 for 

good classification, 0.70-0.80 for adequate classification, 0.60-0.70 for poor classification, and 0.50-0.60 for 

the wrong classification. 

 

 

2. METHOD 

Singh and Dubey [19] have conducted a literature study on sentiment analysis and opinion research 

on social issues. The selected newspapers have extracted data from the website. They argued that different 

types of classification techniques when combined can produce better results. Akbani et al. [20] classified the 

sentiment of tweets in Arabic using NB, decision trees, and SVM. In this study, the framework for 

classifying Arabic tweets consists of several subtasks such as term frequency inverse document frequency 

(TF-IDF) and Arabic mood. 

In addition, three information-seeking metrics were used for performance evaluation: precision, 

recall, and F-score. Shoukry and Rafea [21] focuses on the effect of preprocessing features in the sentiment 

classification process. Ahmad and Aftab [22] analyzed the performance of the SVM for polarity detection 

from textual data. Davidov et al. [23] using an SVM classifier prepared with eleven features for transient 

stability assessment (TSA). With the ability to survey public opinion (sentiment) on a subject, data can be 

collected and analyzed from social media such as Twitter in real-time [24]. Social media sentiment analysis 

has been widely used in the topics studied [25]–[28]. Community or customer understanding of the 

perception of a product is very useful for business marketing strategies [29], [30]. 

The workflow of this paper is shown in Figure 1. After we collect data from Twitter related to 

Indonesian immigration and its passport services, we conducted a data understanding of the process. In this 
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step, we try to understand the data we have and identify potential problems that exist in the dataset. The next 

stage is data preparation. At this stage, we perform several steps. We perform cleaning, case-folding, 

tokenizing, filtering, and stemming until we get data which we call preprocessed data before sentiment 

polarization is carried out. Then after knowing the polarization of sentiment, we did modeling using the three 

models we mentioned earlier, NB, SVM, and LR, we evaluated the results with a confusion matrix and ROC 

curve to find out which model has the best performance. 
 
 

 
 

Figure 1. Research workflow 

 

 

2.1.  Data understanding 

Data understanding is conducted to understand the dataset. We first import it into our jupyter 

notebook workspace and read it as shown in Figure 2. Then we use the pandas library to see the details of the 

dataset. This is the original data that we got and we call it raw data. 
 

 

 
 

Figure 2. Raw data 
 
 

Data understanding is the first step in data analysis. The data is checked so that it will be known 

what problems exist in the data. In addition, a summary and identification of potential problems can also be 

made. This stage must be done carefully because it will determine the results in the next stage. The summary 

is used as a reference to ensure the data distribution is appropriate, or it can also be used to find out the 

deviations that must be handled in data preparation. Problems like null, outliers, and bad data density can be 

fixed in data preparation [31]. After understanding the raw data, then we check for duplicated tweets or if 

there are any duplicates. The duplication of the tweets may happen among the huge of data. The result is 

shown in Figure 3. 

According to Figure 3, we can see that there are 4,809 duplicated tweets. We use the duplicate 

function from the pandas library. After we know the duplicate, we delete it all in the data preparation stage. 

Then at this data understanding stage, we also check how much data we have and check if there are empty 

data or null. Null data is a noise that can be a problem in the analysis. For the best result, we should make our 

data clean. We found that in our dataset, there are 10,000 tweet rows and there are no blank rows or data. We 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 12, No. 6, December 2023: 3843-3852 

3846 

did not find the null data, so we can use this data for analysis. If we found the null data, we must delete it and 

make sure again that there are no null data. 

  

 

 
 

Figure 3. Duplicate tweets 

 

 

2.2.  Data preparation 

This stage is done to fix the problems that existed in the previous stage. This stage is also a 

determinant of the suitability of the data to the algorithm to be used because ideally this stage is reviewed 

repeatedly when problems occur in the modeling until an appropriate one is found. Activities include data 

selection, transformation, and data cleansing so that the data is finally ready for modeling [32]. One of the 

actions we take is to delete data that has duplicates. We found that we have 4,809 rows, as shown in Figure 3, 

have been deleted, then leaving 5,191 data to be used for this research. The deleted data is data that is 

duplicated as we said in the previous stage. We now have data that do not have null and duplicate. 

 

2.2.1. Text cleansing 

At this stage, we perform data cleansing after the duplicate data is deleted. We use the re library 

which is already available in the python programming language. We also use the natural language toolkit 

(NLTK) library to tokenize and remove stopwords, then we use the Sastrawi library for text processing in 

Indonesian. The text cleaning function cleans text from unnecessary characters such as excessive spaces, 

symbols, numbers, links, hashtags, and mentions. Then we continue by creating the functions needed for the 

next process, namely case-folding, tokenizing, filtering, and stemming. These functions are needed to do text 

analysis. 

 

2.2.2. Case-folding 

Case-folding refers to the process of converting text to a standard lowercase form and removing any 

distinctions between uppercase and lowercase letters. It means the process will convert all text to lowercase. 

This process uses the lower function in the string library. The result is lowered text data. Then after we gain 

the case-folded data, we do the tokenization process.  

 

2.2.3. Tokenizing 

Tokenizing is the process to encode words. The words in the text column will be grouped word by 

word into an array of strings. This process uses the word tokenize function in the NLTK library. The 

sentences will be separated into words. The result is text data that consist of words from separated sentences. 

 

2.2.4. Filtering 

In this process, we deliberately filter out only Indonesian tweets that will be used for research. The 

filtering process is conducted to get tweets that are only in Indonesian. This process utilizes the corpus and 

stopword functions provided by the NLTK library. The filtered data is then selected for the next process, 

which is word stemming.  
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2.2.5. Stemming 

The final step in text processing is to convert all the words in the existing text to their basic form. 

For example, the word “reading” will be changed to “read”. This process takes quite a long time depending 

on the number of datasets. After all the text processing functions are created, then we apply these functions 

one by one so that we get the data as shown in Figure 4. The data that we have cleaned is then saved with the 

name 'cleaned_data.csv', and in the next process, we use this dataset. Figure 4 is the data that is ready for the 

next process. But as seen in the column 'text_preprocessed' there are still some special characters such as 

quotes, which we should remove. The next process is to remove some special characters that still exist as 

shown in Figure 5. 
 

 

 
  

Figure 4. Results application functions that have been made 
 

 

 
 

Figure 5. Pre-processed text 

 

 

2.3.  Text pre-processed 

Text preprocessing refers to a set of techniques and steps applied to raw textual data before it is used 

for further analysis or natural language processing tasks. It involves transforming the text into a format that is 

more suitable and efficient for subsequent processing. Text preprocessing typically includes tasks such as 

removing punctuation, converting to lowercase, tokenization (splitting text into individual words or tokens), 

removing stop words (commonly used words that do not carry significant meaning), stemming or 

lemmatization (reducing words to their base or root form), and handling special characters or encoding 

issues. The goal of text preprocessing is to clean and standardize the text data, making it easier to analyze and 

derive meaningful insights. Figure 5 shows that the data in the text_processed column is ready for sentiment 

analysis. The process is done by making sentiment polarity based on the Indonesian language lexicon 

dictionary. This lexicon dictionary is generally available on the internet and can be downloaded by anyone 

who needs it. We use two lexicon dictionaries, namely positive and negative. 

 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 12, No. 6, December 2023: 3843-3852 

3848 

2.4.  Sentiment polarization 

Sentiment polarity is an expression that defines the sentimental aspect of an opinion. In text data, the 

results of sentiment analysis can be determined for each entity in a sentence, document, or sentence. Mood 

polarity can be defined as positive, negative, or neutral [33]. The fundamental task of sentiment analysis is to 

classify whether the opinion expressed in a document, sentence, or entity attribute/aspect is positive, 

negative, or neutral [34]. The polarity of sentiment for an item determines the orientation of the expressed 

sentiment; determines whether the text expresses the user's positive, negative, or neutral feelings toward the 

entity in question [35].  

Figure 6 shows the defined function in python to align data with the Indonesian lexicon dictionary. 

Then we define a function for sentiment analysis in Indonesian whose data polarity is based on the lexicon 

dictionary and we group it into positive if the value in the lexicon dictionary is more than 0, negative if the 

value in the lexicon dictionary is less than 0, and neutral if the value in the lexicon dictionary is the same 

with 0 and the result is shown in Figure 7. The result shows that negative sentiment is 3,655, positive 

sentiment is 973, and neutral is 563. We also provide a sample of the polarized data that shows a sample of 

these three types of sentiments. Figure 7 is an illustration of the polarization obtained from the data regarding 

the existing lexicon dictionary. 
 

 

  
 

Figure 6. Sentiment polarity 
 

Figure 7. Polarization result 
 

 

We have known the data with its polarity then we visualized the data to see it deeply as shown in 

Figure 8. Figure 8 shows that as many as 70.4% of Twitter users have negative sentiments about Indonesian 

immigration, 18.7% have positive sentiments, and 10.8% are neutral. From the Figure 8, it can be seen that 

the sentiment data for the modeling process has not been balanced. There are around 2,682 data that need to 

be manipulated so that the sentiment dataset is balanced and can be used for modeling. By using the NumPy 

library we do the dataset balancing process before modeling. Data balancing is conducted by including 

positive and negative polarizations. Then we visualize the data that we have balanced. Visualization is 

conducted to see in detail the percentage of each data. The visualization results can be seen in Figure 9. 

Figure 9 shows that the existing sentiment data is balanced. The positive sentiment is 50% and the negative 

sentiment is also 50%. So that it is ready for the next step, which is modeling. 
 

 

  
 

Figure 8. Polarity 
 

Figure 9. Balanced visualization 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Modeling 

As previously explained, this study uses a NB algorithm, SVM, and LR for sentiment analysis with 

70% data division as training data and 30% as testing data. The results of each model are shown in Figure 10 
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for NB, Figure 11 for the SVM, and Figure 12 for the LR model. Figure 10 shows that the accuracy of the 

NB model is 70%, while the precision values are 85% and 64%, respectively. Figure 11 shows that the 

accuracy of the SVM model is 76% higher than the NB model, while the precision values are 82% and 72%, 

respectively. Figure 12 shows that the accuracy of the LR model is 77% higher than the NB model and SVM, 

while the precision values are 81% and 74%, respectively. 
 

 

  
 

Figure 10. Result of NB 
 

Figure 11. Result of SVM 
 
 

 
 

Figure 12. Result of LR 

 

 

3.2.  Evaluation 

To evaluate the used model, we use the confusion matrix that we get for each model along with its 

ROC curve. This is the confusion matrix of each model. Figure 13 is a confusion matrix from NB, Figure 14 

is a SVM, and Figure 15 is a confusion matrix from LR. From the NB confusion matrix in Figure 13, we can 

see that the prediction result for the true positive is 46.83%, the true negative is 23.02%, the false positive is 

26.19%, and the false negative is 3.97%. In Figure 14, SVM confusion matrix, the prediction result for true 

positive is 43.65%, for true negative is 32.54%, for false positive is 16.67%, and for false negative is 7.14%. 

In Figure 15, LR confusion matrix, the prediction result for true positive is 42.86%, for true negative is 

34.13%, for false positive is 15.08%, and for false negative is 7.94%. 
 

 

   
 

Figure 13. NB 

 

Figure 14. SVM 

 

Figure 15. LR 

 

 

Hereafter we also obtain a visualization of the ROC curve from the NB model. The ROC curve from 

the NB model can be seen in Figure 16, for SVM model can be seen in Figure 17, and for LR model in 
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Figure 18. The ROC curve shows the performance of classification models at all classification thresholds. 

From this curve, we know the AUC graphs. This graph is located between the true positive rate with 

sensitivity on y-axis and the false positive rate with specificity on x-axis [36]. It seems a bid among this both 

sensitivity and specificity. From the curve, in Figure 16 we can see that the AUC value of the NB model is 

0.69. AUC provides an aggregate measure of performance across all possible classification thresholds.  

Figure 17 shows that the AUC value of the SVM model is 0.76, which is higher than the NB model.  

Figure 18 provides information that the AUC value of the LR model is 0.77, higher than the NB model and 

SVM. 
 
 

  
 

Figure 16. ROC of NB 
 

Figure 17. ROC of SVM 
 

 

 
 

Figure 18. ROC of LR 

 

 

4. CONCLUSION 

From testing using three models, NB, SVM, and LR, we can conclude that accuracy: in terms of 

model accuracy, LR outperforms SVM which in turn outperforms Bernoulli NB. LR has 77%, SVM 76%, 

and Bayesian 70%. F1-score: the F1-scores are: i) for class 0: Bernoulli NB (accuracy=0.60)<SVM 

(accuracy=0.73)<LR (accuracy=0.75) and ii) for class 1: Bernoulli NB (accuracy=0.76)<SVM and LR 

(accuracy=0.79). AUC score: NB model has 0.69 AUC score, SVM model has 0.76 AUC score, and LR 

model has 0.77 AUC score. We conclude that the best model for the given dataset is LR. In our problem, LR 

follows Occam's Razor principle, which defines that for a given problem statement, if the data has no 

assumptions, the simplest model will work best. Since our data set has no assumptions and LR is a simple 

model, the concept applies to the above dataset. 
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