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 The standardization of very-large-scale integration (VLSI) physical 

architecture for VLSI chips and multichip platforms is now in its early stages 

of development. The purpose of VLSI partitioning is to divide the circuit 

into numerous smaller circuits with few connections in between. Partitioning 

is the fundamental problem in circuit design and division. The efficient 

method of evolutionary computation may be used to tackle the partitioning 

problem in VLSI circuit design. It provides a heuristic approach to solve this 

problem by exploring the solution space and incrementally improving the 

quality of the solutions. In order to obtain the shortest wire length (WL), 

area, and connections, an evolutionary optimized simulated annealing 

memetic algorithm (OSAMA) that incorporates one or more local search 

phases inside its evolutionary cycle was developed. 
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1. INTRODUCTION 

The integrated circuits known as very-large-scale integration (VLSI) circuits contain multiple 

transistors and other electronic components on an individual chip. Such circuits, which are frequently found in 

electronic gadgets that range from computers and cell phones to industrial equipment and automobiles, are 

created to carry out particular occupations or activities. In enabling the development of more advanced and 

potent electronic components, VLSI technology has played a crucial role in changing the electronics sector [1]. 

Modern technology has benefited greatly from the breakthroughs in computer, networking, and consumer 

electronics that VLSI circuits have made possible. Moore’s Law has directed the constant advancement of 

VLSI technology, which has resulted in ever-increasing processing power and efficiency, enabling the 

development of complex electronic gadgets that are now an essential component of daily life [2]. The 

division of circuits into simpler and smaller components is an essential and crucial stage in VLSI 

architecture. To achieve optimal efficiency, save area and electrical consumption, and mitigate probable 

timing problems throughout chip design, circuit partitioning is essential. As technologies develop, VLSI 

circuit complexity rises, necessitating increasingly advanced partition strategies to satisfy the demanding 

requirements of contemporary electrical devices [3]. An innovative shift in the power sector regarding 

“integrated circuits (ICs)” with higher interconnections and complexities has been brought about by the 

growth of VLSI circuits. Since chip density increases, a range of challenging issues emerge that require being 

handled from the outset of the development phase, such as architecture clarity, evaluation, increased 

prevention, and optimal utilization of interconnects [4]. To manage these difficulties, improved design of 
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physical tools is necessary. One of the most significant steps in the actual construction of circuits based on 

VLSI is the division of the net list. To make planning, laying out, and testing easier, an electronic device is 

divided into smaller units called sub circuits [5]. 

Architecture design, logic design, practical layout, physical design, circuit design, packaging, and 

manufacture are the 8 interconnected stages of the VLSI design process. A summary requirement serves as the 

starting point of the process, and a complex layout that could have been tested, evaluated, and put into practice 

serves as the final product. This stage involves evaluating and adjusting the design’s requirements about factors 

including performance, operability, manufacturing technology, and physical size [6]. This design level produces 

a register transfer level (RTL) description that is specified in a hardware description language (HDL). The 

employment of semiconductors, logic gates, wire, and other components is addressed at the development stage 

of the circuit design procedure. During the circuit design, the physical design level provides the circuit structure 

and converts it into an architectural specification. The next part goes into detail about this level. The design is 

then sent for manufacture, packaging, and testing of the IC as the following stage of design, to ensure that the 

system’s requirements and standards have been fulfilled [7]. Reducing the number of exterior wires connecting 

each partition is an essential goal of the partitioned procedure. The following phase after partitioning is the 

design of floors and placement. The exact position of each of the sub-circuit elements within every partition is 

evaluated at this vantage point. The objectives of floor planning and installation are to arrange the elements in a 

manner that reduces the area by properly organizing their placement and to satisfy the practical requirements for 

the interconnectivity region. The result is sent to routing, where connections between the parts located inside 

partitions are made. The process of routing can be characterized as one that chooses the most efficient paths 

within a given routing region to connect the elements across or between partitions [8]. 

 

 

2. METHOD 

Explaining graph partitioning issues are a typical notation for cases of circuit partitioning. 

Conventional mathematical representations of circuits are graphs, where nodes stand for individual circuit 

elements and edges reflect the relationships between components in Figure 1 [9], [10]. The following is a 

statement of the partitioning problem based on the graph concept: find 𝑆(𝐶, 𝐴) 𝑆 = (𝐶, 𝐴) for the vertices to 

𝑐 ∈ 𝐶 through dimensions 𝑔(𝑐)𝑔(𝑐) related by border boundaries 𝑎 ∈ 𝐴 with masses 𝑢(𝑎) are divided into 

𝑟subsets 𝑐1, 𝑐2, . . . . . . 𝑐𝑟 with ⋃𝑗=1
𝑟 𝑐𝑗 = 𝑐 𝑐𝑗 ∩ 𝑐 = 0 for 𝑗 ≠ 𝑖. It is possible to cut particular relations to 

divide the circuit depicted in Figure 2 into k subsets [11]. 
 

 

  
  

Figure 1. A logic circuits Figure 2. A graphical representation of the 

logic circuit 
 

 

The cost of the two partitions is the relevant metric, and it may be written as (1): 
 

𝑐𝑜𝑠𝑡 = ∑𝑟
𝑗=1 ∑𝑟

𝑖=1 𝑉𝑗𝑖 , where𝑗 ≠ 𝑖 (1) 
 

Dividing a collection into exactly two separate parts is the simplest possible partition problem. In contrast, 

the complexity of this example is already excessive despite identical nodes and unit border masses. Indeed, 

given a system with 2 m nodes, the number of neutral bipartitions is (2) [12]: 
 

∑𝑟
𝑗=0 𝑛𝑗 = ∑𝑟

𝑖=0 𝑚𝑖 (2) 
 

Where, 𝑗 and 𝑖 the vertices of edges need to be labeled and 𝑛𝑗 and 𝑚𝑖 are listings of nodes in each partition [13]. 

Gain 𝛥𝑠(𝐶, 𝑈) in the process of exchanging two nodes 𝐶 and 𝑈 is the overall savings from this kind of 

trading rise. A positive outcome (𝛥𝑠 >  0) suggests a lessening of cost-cutting measures, contrasted with a 

positive loss (𝛥𝑠 <  0) suggests a rise in value. The benefit of exchanging nodes C and W is (3): 
 

𝛥𝑠(𝐶, 𝑈) = 𝐽𝑐 + 𝐽𝑢 − 2𝑎(𝐶, 𝑈) (3) 
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𝐽𝑐 and 𝐽𝑢 increase at nodes C and U, and their equivalent nodes, and 𝑎(𝐶, 𝑈) represents the importance of the 

relationship among nodes C and U. In the event where C and U share an edge 𝑎(𝐶, 𝑈) = 1; else,  
𝑎(𝐶, 𝑈)  =  0 [14], [15]. 

The maximum gain a pair contributes in a particular phase with all possible node swapping is indicated 

by 𝛥𝑠𝑚𝑎𝑥. If each partition contains r nodes, then, the sum of all possible hops between nodes is 𝑟2. Thus, 
 

𝛥𝑠𝑚𝑎𝑥 = (𝛥𝑠𝑗) ,where𝑗 = 1,2, … 𝑟2 (4) 
 

Again, listing each partition and selecting the best one is impracticable for moderate quantities of n 

in (4), and it approaches difficult in greater circuits. Algorithms using heuristics are a useful tool for dealing 

with such issues. These algorithms typically produce an approach that is not optimal but is quick and easy to 

implement [16]. All of these algorithms produce the same solutions to any specific problem. Stochastic 

algorithms, which depend on chance, produce different results for the same issue with each iteration. Various 

common partition issues can be solved using known stochastic techniques [17]. 

 

2.1.  Optimized simulated annealing memetic algorithm 

Both simulated annealing (SA) and memetic algorithms (MA) are optimization methods for locating 

approximations of solutions to challenging issues [18], [19]. To improve the search capabilities and 

effectiveness of the optimization process, an optimized simulated annealing memetic algorithm (OSAMA) 

can be created by combining these two methods. SA mimics cooling material to a low-energy state and is 

modeled after the metallurgical annealing procedure [9], [20], [21]. It probabilistically searches the solution 

space and gradually progresses towards better solutions, allowing for sporadic uphill climbs to avoid local 

maxima. OSAMA is particularly well-suited for addressing issues with harsh and multimodal terrain thanks 

to this hybrid approach’s ability to balance exploration and exploitation efficiently [22], [23]. 

 

 

3. RESULTS AND DISCUSSION  

In this the suggested method OSAMA methodological approach in comparison to existing models, 

like “parallel particle swarm optimization with sequence pair (P-PSO-OPFP) [24], [25], nature-inspired 

hybrid optimization algorithm (BIOA-OPFP) [26], fixed-outline floor planning (LOA-OPFP) [27], and 

hybrid bio-inspired whale optimization and adaptive bird swarm optimization optimal partitioning and 

FloorPlanning (Hyb-BI-WO-ABSO-OPFP) [7]” techniques, all calculated with the benchmark. The S1196 

and S1238 and the S3350 and the S8378 benchmark circuits (BC) are used in this study. The design 

parameters are then used to generate evaluation metrics such as “area, wire length (WL), delay, speed, and 

power value”. Table 1 displays the simulation parameters. Minimizing routing WL and minimizing dead area 

on the floor layout is a couple of ways in which costs can be reduced when designing VLSI circuits. 
 

 

Table 1. Simulation parameters 
Parameter Value 

Maximum value +1 

Benchmark circuit (BC) s4 

Minimum value -1 
Number of iterations 500 

Random number (0 or 1) 

 

 

3.1.  Area 

To interconnect elements across or inside segments yet consuming a minimum quantity of space, router 

can be defined as a process that selects the optimal routes across the path selection domain. VLSI area value 

comparison is the process of determining the corresponding dimensions of chips based on their respective circuit 

designs, architectures, or implementation techniques. When optimizing a VLSI design, comparing area values is an 

essential initial phase that allows engineers to make educated judgments that lead to high-quality, low-cost chips. 

Figure 3 and Table 2 display a comparison of area values for the benchmark. Area reduction of 35.26%, 22.31%, 

29.05%, and 32.10% were achieved for the S1196 benchmark design using the suggested OSAMA technique, 

reduced surface area by 30.25%, 32.05%, 40.28%, and 28.28% for the S1238 BC, the S3350 BC is 22.35%, 

24.57%, 23.58%, and 29.65% less in size, reduced surface area by 21.45%, 23.56%, 24.76%, and 29.27% for the 

S8378 BC, than existing techniques as (P-PSO-OPFP, BIOA-OPFP, LOA-OPFP, and Hyb-BI-WO-ABSO-

OPFP). In this study, our proposed method has less area compared to an existing method. 
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Figure 3. Benchmark value comparison in an area 
 

 

Table 2. Comparison of area 
Methods S1196 (%) S1238 (%) S3350 (%) S8378 (%) 

P-PSO-OPFP 35.26 30.25 22.35 21.45 

BIOA-OPFP 22.31 32.05 24.57 23.56 

LOA-OPFP 32.10 40.28 23.58 24.76 
Hyb-BI-WO-ABSO-OPFP 29.05 28.28 29.65 29.27 

OSAMA [proposed] 20.11 25.16 21.12 20.15 

 

 

3.2.  Delay 

VLSI circuit design optimization additionally depends significantly on comparing delay values. The 

delay of a VLSI circuit is the amount of time required for a signal to travel from its input to it is output. The 

essential element to high-performance and rapid operation of integrated circuits is minimizing signal 

propagation delay. The delay value comparison is shown in Figure 4 and Table 3. In comparison to 

established techniques like “P-PSO-OPFP, BIOA-OPFP, Hyb-BI-WO-ABSO-OPFP, and LOA-OPFP”, the 

suggested technique OSAMA reduces delays by 40.28%, 23.58%, 27.38%, and 25.49% for the S1196 BC, 

36.24%, 30.27%, 37.59%, and 22.05% for the S1238 BC, 21.04%, 19.68%, 18.65%, and 17.45% for the 

S3350 BC, 32.05%, 31.07%, 29.63%, and 27.56% for the S8378 BC. In the VLSI circuit, it provides a  

low-level delay comparison between a suggested technique and an existing method. 
 
 

 

 

Figure 4. Comparison of benchmark delay 
 

 

Table 3. Comparison of delay 
Methods S1196 (%) S1238 (%) S3350 (%) S8378 (%) 

P-PSO-OPFP 40.28 36.24 21.04 32.05 

BIOA-OPFP 23.58 30.27 19.68 31.07 
LOA-OPFP 27.38 37.59 18.65 29.63 

Hyb-BI-WO-ABSO-OPFP 25.49 22.05 17.45 27.56 

OSAMA [proposed] 22.10 19.58 15.07 25.60 
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4. CONCLUSION 

VLSI chips contain numerous transistors and other electrical components. The challenge of dividing 

VLSI circuits is critical and difficult to the design and execution of integrated circuits. Partitioning is the 

technique of dividing a big circuit into more manageable sections to better optimize its performance metrics 

and design goals. In this research, we show that the OSAMA may be used to generate optimal results for 

layout and partitioning for VLSI. The S1196, S1238, S3350, and S8378 BCs were used in the benchmark 

evaluation. The proposed OSAMA algorithm can 20.11%, 25.16%, 21.12%, and 20.15% area is lower, 

22.10%, 19.58%, 15.07%, and 25.60% lower delay. 
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