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 Wireless capsule endoscopy is one of the diagnostic methods used to record 

the video of the gastrointestinal tract. The endoscopy capsule stays in the 

digestive system for at least eight hours. It is difficult for gastroenterologists 

to examine such a lengthy video and identify the ailment. Convolutional 

neural networks (CNN) are a powerful solution to several computer vision 

problems. CNN can speed up the reviewing time of the recorded video by 

classifying video frames into various categories. The primary emphasis of 

this research paper is to examine and evaluate the performance of three 

different CNN architectures-VGG, inception, and MobileNet-in classifying 

the disease. Experimental results demonstrate that MobileNetV2’s accuracy 

is 91%, whereas InceptionV3 and VGG16 have an accuracy of 94% which is 

better than the accuracy of MobileNetV3. However, MobileNeV2 performed 

relatively better than the other CNN models in terms of computational time 

and cost. The model’s F-score, precision, and recall values are computed and 

compared also. 
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1. INTRODUCTION 

Wireless capsule endoscopy (WCE) [1]–[3] is one of the most commonly used diagnostic 

techniques for detecting abdominal and gastrointestinal disorders. The patient in this technique swallows a 

pill-sized capsule camera. It stays inside the patient’s body for approximately eight to nine hours and records 

video of the digestive system. One of the biggest challenges that a gastroenterologist faces is extrapolating 

out the disease after observing an 8-9 hour endoscopic video. A potential solution to this problem is an 

automated disease classification process. An automated classification technique cuts the gastroenterologist’s 

video reviewing time. Many approaches to classification or video summarization of wireless capsule 

endoscopy utilize color as a prime feature for detecting higher-importance frames. Color is a prominent 

feature of the human visual attention system. All electronic devices use red, green, blue (RGB) color models 

to capture and process the images. However, the red, green, and blue channels of the RGB color model do 

not separate the color and intensity information. So, most video summarization approaches based on color 

models convert the color space from RGB to HSV or HSI. Using a similar approach, converted the 

endoscopy images from RGB to hue, saturation, intensity (HSI) colorspace to detect the frame’s bleeding and 

non-bleeding regions [4]. Different organs have different colors and textures, leveraging the fact used hue, 

saturation, value (HSV) colorspace and texture to extract the representative frames [5]. The texture is another 

feature to which the human eye is sensitive. A video summarization technique that primarily groups similar 

frames, to form a clip is proposed in [6]. The similarity between the adjacent frames was calculated based on 
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color and texture data. While gray level co-occurrence matrix (GLCM) was used to calculate texture, an HSV 

color histogram represented the color. The author used an adaptive threshold to group similar frames into one 

clip using an adaptive threshold. And finally, to generate the video summary, an adaptive K-means clustering 

technique was applied that selects the representative frame from each cluster.  

Numerous video summarization approaches are based on the Keyframe extraction technique. A 

video’s representative frames containing important information are called Keyframes. The video is first 

separated into shots; then, Keyframes are identified in those shots. A shot is a segment of a video with similar 

content. The shot boundaries can be identified in several ways. Employed a Siamese neural network for 

extracting the high-level features of the frames and finding the similarity and dissimilarities between those 

frames based on the features [7]. A support vector machine (SVM) classifier is used to identify the threshold 

of similarity detection, and the similar frames form a shot. Later, the K-means algorithm is applied to choose 

a representative frame from that shot. How the capsule moves through the gastrointestinal (GI) tract varies, 

depending on where it is in the tract. Sushma and Aparna [8] used motion score, direction, and energy for 

shot boundary identification. To make an automated analysis system that quickly diagnoses a disease, a 

multi-layer perceptron-based computationally light model that could be deployed over a microcontroller 

inside a capsule camera [9]. This proposed methodology has been restricted to finding bleeding areas only. A 

modified multiclass SVM classifier [4] was used to categorize the frames into bleeding, non-bleeding, and 

background frames. However, adopting a multiclass SVM classifier has the drawback of making the model 

more complex by merging multiple SVMs. The proposed framework of [9], [10] can only identify 

gastrointestinal tract bleeding. Since blood is red, most of these bleeding detection techniques exploit the 

color feature. Numerous studies aim to identify a particular ailment like abnormal bleeding, tumor, polyp, or 

ulcer, but if a problem-specific method is adopted, that proposed framework can be applied to identifying a 

specific type of disease only, and it cannot be considered a generic model. A method for polyp detection with 

a lower false-positive rate [11]. The author used the shape feature because polyps are rounded or curved 

growths in the colon. A method for polyp detection was developed in [12], using the textural characteristics 

of polyps and an improved bag of features. Uniform local binary pattern (LBP) for detecting the edges of the 

polyps [13]. A method to detect Crohn’s disease using a deep convolutional network is proposed in [14]. A 

method for tumor detection that uses color and textural features is employed in [15]. The proposed technique 

feeds the feature maps produced by the LBP operator to the SVM to identify tumors. Was very effective in 

finding the ulcers [16]. AlexNet convolutional neural network (CNN) detected small intestine lesions in [17]. 

Several researchers used various unsupervised learning methods to generate video summaries. Lan and Ye [18] 

proposed an unsupervised learning-based WCE video summarization technique that primarily has a deep 

summarizer network. The summarizer network uses long short-term memory (LSTM), a variational 

autoencoder, generative adversarial networks, and other components to generate the summaries. Similarly, 

unsupervised learning and a feature weight-assigning algorithm to generate the video summaries [19]. 

Employing a weight assignment algorithm to assign weight to features helped eliminate the redundant frames 

and prioritize the informative frames.  

A method that can identify just one type of disease is impossible as a broad solution for disease 

identification. Therefore, a generic method capable of detecting all gastrointestinal diseases is required. 

Additionally, the method should use semantic or deep characteristics to help capture the precise details. Deep 

learning techniques might be the answer to this. Both feature extraction and deep learning can be done with 

neural networks. Neural networks learn the deep features from a labeled dataset. A CNN is built using the 

convolution operator. There are several CNN architectures. This paper discusses the performance of various 

CNN on the WCE Endoscopy dataset. Section 2 discusses the methodology. Section 3 discusses the three 

results of the experiments. Finally, in section 4, conclusions are formed. 

 

 

2. METHOD  

An algorithm for deep learning is a CNN. A neural network qualifies to be considered as a CNN 

even if it has only one convolution layer because it is essentially a neural network with some extra 

convolution layers. They accomplish the deep semantic feature extraction of images at their finest. CNN are 

the most commonly used technique in computer vision for classifying and identifying objects. The 

convolution operation makes CNN unbiased to any local variations and image modifications. A CNN can 

efficiently recognize an object in a frame regardless of its position, size, or orientation. The role of CNN in 

image analysis is significant, especially in fields like medical image processing, where the data is highly 

susceptible. Many researchers have employed CNN for feature extraction, transfer learning, or abnormality 

detection. Figure 1 illustrates a CNN’s basic structure-convolution layer, pooling layer, and dense layer. 

Every CNN has these essential components or layers with some transformations or adaptions. 
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Figure 1. The basic architecture of CNN  

 

 

A convolution layer applies a kernel (filter) to an input image. The filter size may vary depending on 

the architecture. A kernel can be applied both pointwise and depthwise. After applying a kernel to an image, 

a feature map of the image is obtained that can be further processed. The feature map size is more ample than 

the input image, so another pooling layer is added to the CNN, reducing the feature map’s size. A diminished 

feature map contributes to reducing the overall computational time and cost. The most popular pooling 

technique is called max pooling. As the name implies, a max pooling procedure chooses a maximum value 

from a patch of the feature map. A dense layer has densely linked neurons. It is also known as a fully 

connected layer. Its function is to accept the input (learned features) from the preceding layers and produce 

the output. Specifically, it completes the data categorization task in the last step. 

A CNN can solve a problem by either building a network from scratch or retraining an already-

developed model for a new type of problem. Since building a new CNN from scratch is time-consuming, this 

paper used the three well-known CNN models visual geometry group (VGG), inception, and MobileNet. 

ImageNet [20] database, which contains millions of annotated images for object classification, was used to 

train VGG, Inception, and MobileNet. This ImageNet database contains 1000 classes. In the 2014 imagenet 

large scale visual recognition challenge (ILSVRC), InceptionV1 and VGG16 were introduced, winning first 

and second position, respectively. This work focuses on solving gastrointestinal abnormality identification 

and classifying that abnormality into a particular type of disease class. The procedure adopted for this 

purpose uses the already-developed and well-trained models over the capsule endoscopy dataset for disease 

classification. The methodology involves: i) generating the frames from a video dataset; ii) normalizing and 

preprocessing the frames; iii) using the CNN-VGG16, InceptionV3, MobileNetV2, and MobileNetv3 for 

classifying the disease; and iv) evaluating the results from all the models. 

 

2.1.  Visual geometry group neural network 

The VGG is an Oxford University research team. The team of researchers developed the VGG 

architectures. VGG16 [21] and VGG19 are intense neural networks but they do not have complex 

architecture. The 16 layers of the VGG16 network are stacked on top of one another. It accepts an image with 

a size of 224×224×3. When compared to other architectures, VGG16 attained a significantly greater 

accuracy. As shown in Figure 2, the architecture comprises thirteen convolution layers, three completely 

connected layers, and five pooling layers. In the convolution layer, a 3×3 filter with a stride of size one is 

employed, and a 2×2 filter with a stride of size two is used in the pooling layer. It uses the max pooling 

technique. The final, fully connected layer provides the output. The VGG19 variant of VGG16 contains three 

additional convolution layers above VGG16, however, the rest of the architecture is the same. It is observed 

that increasing the number of convolutional layers in an architecture improves the system’s performance and 

effortlessly drives challenging problem-solving tasks. 

 
 

 
 

Figure 2. The architecture of the VGG16 network 
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2.2.  Inception 

The architecture of inception [22] networks is very intricate and sophisticated. An inception network 

focuses more on the broader network than a deep neural network. Inception network is available in many 

different versions, including InceptionV1, InceptionV2, InceptionV3, InceptionV4, and Inception-Resnet. An 

inception network consists of a naive module (Figure 3) and a dimensionality reduction module (Figure 4). 

As shown in Figure 3, the naive module contains convolutions of various sizes. The goal of this module is to 

locate the information that has been dispersed around the frame in any area by applying filters of different 

sizes. Dimensionality reduction-the second module of the inception model is similar to the first module 

except that an additional convolution of size 1×1 is added to the convolution layers of size 3×3 and 5×5, as 

depicted in Figure 4. Adding a convolution of size 1×1 reduces the number of parameters and as the number 

of parameters gets reduced, the computational cost also gets reduced. All versions of inception models share 

these two modules. Only a few minor modifications have been made to filter sizes. The large-sized filters in 

InceptionV3 are further factorized into smaller, asymmetrical filters. For instance, two asymmetric filters of 

sizes 3×1 and 1×3 are used in place of one filter of size 3×3. The computational cost is reduced when the 

filter size is factored. 

 

 

 
 

Figure 3. Naive module of inception network 

 

 

 
 

Figure 4. Inception module with dimensionality reduction 

 

 

2.3.  MobileNet 

MobileNet is developed by Howard et al. [23]. MobileNets, as the name suggests, were created to 

offer a computationally light and valuable model that can be used on mobile devices. This model improves 

accuracy while reducing the computational latency. MobileNet employs depth-wise separable convolution, 

where each channel of the input image is first subjected to a depth-wise filter before being combined by a 

pointwise filter. It also uses the width and resolution multiplier, the two hyperparameters that help the 

MobileNet to be smaller than conventional convolution networks. MobileNet is available in various versions, 

including MobilenetV1, MobileNetV2 [24], and the most recent Mobilenet V3 [25]. The recent versions of 

MobileNet models are computationally more affordable and speedy than the earlier ones. 

A comparison between the discussed models is listed in Table 1. The comparison is drawn based on 

the number of kernels used by each model, the pooling technique, the size of the input image, and the number 

of parameters. VGG16 has the highest number of parameters but the least number of layers; on the contrary 

MobileNet has the lowest number of parameters but the highest number of layers. 
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Table 1. Comparison of VGG16, inception, and MobileNet 
CNN 

models 
Proposed by 

Input image 

size 
Type of 

convolution 
Number and size of 

kernels 

Pooling 

technique 
Pooling number 

of layers 
Number of 

parameters 

VGG16 Simonyan and 

Zisserman [21] 

224×224 Standard 

convolution 
3×3 for convolution 

and 2×2 for max 
pooling 

Max 

pooling 
16 138 

million 

Inception Szegedy et al. 

[22] 

229×229 2 standard 

convolution 

increasing 

the width of 
the network 

3 kernels 1×1, 3×3, 

5×5 some versions 
have asymmetric 

kernel of 1×3, 3×1, 

7×1, 1×7 

Average 

pooling, 
max 

pooling 

48 24 million 

MobileNet Howard et al. 
[23] 

Any input 

size greater 

than 32×32 

Depthwise 
separable 

convolution 

3×3 depth wise 
convolution 

followed by 1×1 

pointwise 
convolution 

Average 
pooling 

53 13 million 

 

 

Object detection, feature extraction, and image classification are some of the areas where CNN 

provides very efficient solutions. Pretrained models save time and cut down on computational costs. 

InceptionV3 was used by [26] to create the feature maps of the WCE images, and the feature maps were then 

provided as input to the K-means algorithm to construct the keyframes of the endoscopic video. ResNet, 

often referred to as residual networks [27] with an SVM classifier to categorize the images into similar and 

dissimilar groups. 

 

 

3. RESULTS AND DISCUSSION  

The models InceptionV3, VGG16, MobileNetV2, and MobileNetV3 were implemented to 

determine the best-performing model for a wireless capsule endoscopy dataset.  

 

3.1.  Hardware specifications 

The experiments were conducted on a desktop computer running the Windows 10 operating system. 

The computer was equipped with an Intel(R) Core(TM) i5-6300U CPU @ 2.40GHz 2.50 GHz processor, 

which provided sufficient processing power for the experiments. Additionally, the computer had 8 GB of 

RAM, which was ample for the experimental tasks. The use of this hardware ensured that the experiments 

were conducted efficiently and without any performance issues. 

 

3.2.  Experimental results 

The three models discussed and compared in the above sections were implemented in Python. The 

dataset used for training and validation was obtained from Kaggle [28] (WCE curated colon disease dataset 

deep learning). This data set consists of images captured by a wireless capsule during endoscopy to diagnose 

any abnormal condition. The dataset has three sets-training set, test set, and validation set. The WCE dataset 

considered for the experiments has labeled images. There are four labels-normal, ulcerative colitis, polyps, 

and esophagitis as shown in Figure 5. The normal (Figure 5(a)) labeled images represent the condition of a 

healthy, disease-free GI tract. Figure 5(b) shows the condition of Ulcerative colitis, which is an inflammatory 

disease of the colon, in this situation the patient’s colon has ulcers. In some worse cases, a patient with 

ulcerative colitis may develop colon cancer. Figure 5(c) shows a gastrointestinal tract condition with Polyps, 

while Figure 5(d) represents esophagitis. The performance of the VGG16, InceptionV3, MobileNetV2, and 

MobileNetV3 networks over the endoscopy dataset was evaluated. 

 

 

 

 

 

 

 

   

(a) (b) (c) (d) 

 

Figure 5. Images from the endoscopy dataset representing different conditions of the GI tract (a) normal,  

(b) ulcerative colitis, (c) polyps and, (d) esophagitis 
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3.2.1. Evaluation parameters 

The performance of all the models discussed is evaluated using F-score. F-score is computed using (1). 

It is computed based on recall (2) and precision (3): 

 

𝐹𝑆𝑐𝑜𝑟𝑒 =
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

True positives (TP) are the positives that are correctly predicted as positives. False positives (FP) are 

the negatives that are incorrectly predicted as positives. True negatives (TN) are the negatives that are 

correctly predicted as negatives. False negatives (FN) are the positives that are incorrectly predicted as 

negatives. The accuracy of all the models is computed as well. 

 

3.2.2. Performance comparision 

The models are trained over 30 epochs. F-score (Table 2) indicates that VGG16 and InceptionV3 

performed equally well in classifying the diseases. MobileNetV3 could have performed better. F-score value 

of MobileNetV2 is close to the performance of VGG16 and InceptionV3. In totality, F-score performance of 

VGG16, Inception3, and MobileNetv2 are the same. The accuracy of the three models is computed over both 

training data and test data. From Table 3, it can be easily concluded that InceptionV3 and VGG 16 have an 

accuracy of 0.94, which is better than MobileNet. Precision and recall values also indicate that VGG16 and 

InceptionV3 achieved the same values of 0.94. If only MobileNetV2 and MobileNetV3’s performance are 

considered, MobileNetV2 performs better than MobiletNetV3. It is also reflected in the bar graph of Figure 6 

that InceptionV3 and MobileNetV2 have higher accuracies not only on the training dataset but also on the 

test dataset. 

 

 

Table 2. F-score of different classes 
Class InceptionV3 VGG16 MobileNetV2 MobileNetV3 

Normal 0.97 0.97 0.96 0.84 
Ulcerative colitis 0.88 0.88 0.82 0.30 

Polyps 0.91 0.91 0.86 0.43 

Esophagitis 0.98 0.98 0.97 0.87 

 

 

Table 3. Precision, accuracy, and recall of different models 
 VGG16 InceptionV3 MobileNeV2 MobileNetV3 

Precision 0.94 0.94 0.91 0.61 

Recall 0.94 0.94 0.91 0.62 
Accuracy 0.94 0.94 0.91 0.62 

 

 

 

Figure 6. The accuracy of different models over the training and test dataset 
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From Tables 2 and 3, it can be concluded that VGG16 and inception performed better than that of 

MobileNet. However, along with accuracy, many other aspects must be considered before judging a model as 

the best performer. The number of parameters is one of the contributing factors in approximating the 

complexity of the model. The computational complexity of any model is directly proportional to the number 

of parameters. Table 4 lists the parameters of the models. It is observed that the highest number of parameters 

is in InceptionV3, whereas the lowest number of parameters is in MobileNetV2. MobileNetV2 produces 

results in a very short time if compared with other models.  

 

 

Table 4. Parameters of different models 
 VGG16 InceptionV3 MobileNeV2 MobileNetV3 

Trainable parameters 529412 21,802,784 1,315,844 988,164 

Total parameters 15,244,100 23,905,060 3,573,828 3,984,516 

 

 

4. CONCLUSION  

In this study, the wireless capsule endoscopy images were classified into various intestinal diseases 

with the help of InceptionV3, VGG16, MobileNetV2, and MobileNetV3. According to the experimental 

findings, InceptionV3 and VGG16 outperformed MobileNetV2 in accuracy by a small margin. However, 

MobileNetV2 and MobileNetV3 performed well when the computational time was considered. In the context 

of a WCE, the diagnosis punctuality and the findings’ accuracy are both crucial. Therefore, the optimum 

endoscopic video summarization or classification model must possess accuracy and timeliness. MobileNetV2 

is the safest alternative in terms of accuracy as well as time. The results from the automated diagnosis system 

should be followed up by expert advice for the best results. This work can be extended by developing a 

transfer learning system that only utilizes the trained weights of MobileNetV2 for extracting high-level 

semantic features. These features can be provided as input for any classification or clustering algorithm. 
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