
Bulletin of Electrical Engineering and Informatics 

Vol. 13, No. 6, December 2024, pp. 4147~4156 

ISSN: 2302-9285, DOI: 10.11591/eei.v13i6.6044  4147  

 

Journal homepage: http://beei.org 

Speech emotion recognition with optimized multi-feature stack 

using deep convolutional neural networks 
  

 

Muhammad Farhan Fadhil, Amalia Zahra 

Department of Computer Science, BINUS Graduate Program, Master of Computer Science, Bina Nusantara University, Jakarta, 
Indonesia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Feb 18, 2023 

Revised Apr 29, 2024 

Accepted May 17, 2024 

 

 The human emotion in communication plays a significant role that can 

influence how the context of the message is perceived by others. Speech 

emotion recognition (SER) is one of a field study that is very intriguing to 

explore because human-computer interaction (HCI) related technologies 

such as virtual assistant that are implemented nowadays rarely considered 

the emotion contained in the information relayed by human speech. One of 

the most widely used ways to perform SER is by extracting features of 

speech such as mel frequency cepstral coefficient (MFCC), mel-

spectrogram, spectral contrast, tonnetz, and chromagram from the signal and 

using a one-dimensional (1D) convolutional neural network (CNN) as a 

classifier. This study shows the impact of implementing a combination of an 

optimized multi-feature stack and optimized 1D deep CNN model. The 

result of the model proposed in this study has an accuracy of 90.10% for 

classifying 8 different emotions performed on the ryerson audio-visual 

database of emotional speech and song (RAVDESS) dataset. 
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1. INTRODUCTION 

Communication is a fundamental element of human life. Communication allows us to receive and 

deliver messages, exchange knowledge, as well as convey information from one party to another. Over time, 

the way human communicates evolves in parallel with the advancement of technology. Technology 

advancement in the digital era is growing exponentially in numbers [1]. In the process of verbal 

communication, emotion plays a significant role that can influence the way a person receives information 

verbally as well as determines the receiver’s perception [2]. 

Emotion is a crucial part of communication to clarify the context of an information. However, the 

current development of technology has not yet implemented emotion recognition in many systems. One of 

the examples that shows lack of implementation of emotion detection is in virtual assistant that only has the 

ability to receive raw information from users without taking into account the presence of human emotions  

in it. 

Advancement in speech emotion recognition (SER) might be needed to which allows the detection 

of human’s emotions by computers so that in the future, computers can give the user the appropriate 

responses to the information given that takes into account the emotions behind it. According to Ekman’s 

theory of emotion categorization, it is stated that the human emotion could be categorized into 6 main 
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emotions, i.e., fear, anger, joy/happy, sadness, disgust, and surprise [3]. However, in this study two additional 

emotions were added, which are calm and neutral. 

What makes this topic intriguing to discuss is because human emotions are subjective. Research 

shows that the average level of human accuracy in classifying emotions is approximately about 65.8% [4]. 

For emotion classification in a speech data, we need to first extract the features of the data. Combining 

several typical features can influence the performance of different classification models [5]–[7]. One method 

of combining several of these features before they are classified is by doing something called stacking 

features. From a study conducted in 2022, it is proven that the arrangement of the feature stack can affect the 

model performance [8]. In this research, the stacking feature orders used are the ones with the best 

performance that has been researched by Tanoko and Zahra [8], namely spectral contrast, tonnetz, 

chromagram, mel-spectrogram, and mel frequency cepstral coefficient (MFCC). 

The method used in this study will be divided into several sections, which are data fetching, data 

preprocessing, feature extraction, feature stacking and classification. The dataset used in this study is the 

ryerson audio-visual database of emotional speech and song (RAVDESS) dataset [9]. The classification 

method that will be used as the base model is a one-dimensional (1D) convolutional neural network (CNN). 

This study aims to test the performance of building a SER system by combining an optimized-order multi-

feature stack and classification using the 1D CNN Issa et al. [7] model which has been fine-tuned. From this 

study, it is hoped that the resulting of this research can be used as a basis for future studies in this field. 

 

 

2. RELATED WORK 

The establishment of a SER system will be carried out by extracting several features which will then 

be combined and put into a 1D CNN as a classifier which will produce a prediction of which emotion best 

describes a particular emotion in a speech data. Studies in the field of SER have achieved many great results 

in performing emotion classification. This section will describe some of the previous research related to this 

study. 

 

2.1.  The use of different features in speech emotion recognition 

The feature selection in the SER will depend on the type of data that will be extracted. Some of the 

acoustic features that are usually used in SER are time-domain features, frequency-domain features, and 

statistical features [10]. Time-domain features are frequently used by researchers in this particular field, this 

is because they are perceived to be the most intuitive features to use. Some examples of time-domain features 

include short-time zero crossing rate [11], short-time energy [12], and pitch frequency. 

Frequency-domain features are the features where in the process of extracting them, the audio signal 

must first be transformed from time-domain to frequency-domain in order that in the end, the features per 

frequency can be extracted. This feature is very strongly related to how humans themselves have a perception 

of emotion in sound, therefore these features are commonly called perceptual features [13]. Some examples 

of frequency-domain features are MFCC, linear prediction cepstral coefficient (LPCC), perceptual linear 

predictive cepstrum coefficients (PLPC), and many others. Several previous studies also stated that these 

perceptual features can be said to be the features that have the best performance in recognizing emotions 

[14], [15]. 

Meanwhile, statistical features are the features that are especially used at the utterance level [16]. 

Different from frequency-domain and time-domain features which are frame level. Utterance level features 

have the ability to scan the entire emotional speech more deeply [17]. Some examples of statistical features 

are average, max, min, std deviation, variance, and median. 

  

2.2.  Various CNN-based models used in performing speech emotion recognition 

One of the CNN-based models used in SER was proposed by Trigeorgis et al. [18]. This model is a 

CNN-based model that uses multi-layer CNNs and finds better performance in terms of accuracy than 

traditional machine learning methods such as support vector machine (SVM) and random forest [18]. In a 

2016 study, Lim et al. [19] proposed a better method without using handcrafted features using a combination 

of CNN and recurrent neural network (RNN) where the model can perform feature learning with long-short 

term memory (LSTM) and classification using several methods such as CNN and CNN+RNN. It also states 

that in the speech emotion detection classification process using concatenated CNNs would give more 

excellent results [19]. Badshah et al. [20] conducted a study in 2017 on the Berlin dataset to classify 7 

emotions using the spectrogram feature of speech signals that were entered into a deep CNN consisting of 3 

CNNs and 3 fully connected layers and get overall accuracy results of 68%. 
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2.3.  Summary and challenges 

Based on numerous previous studies in the field of SER itself, various classification methods such 

as hidden Markov model (HMM) [21], SVM [22], and gaussian mixture model (GMM) [23], deep neural 

network (DNN)-like LSTM model [24] and CNN [7] show that the CNN architecture is a good option in SER 

even though the DNN architecture proposed by Mannepalli et al. [25] itself has really high accuracy at 

99.17%. However, the number of samples and labels used are not specified in the adaptive fractional deep 

belief network (AFDBN) method that is proposed. Various features used in different studies also have 

diverse results depending on the feature extraction method used. However, it can also be concluded from the 

results of various studies that perceptual/frequency-domain features can have a very positive impact on the 

SER model training process [15]. 

 

 

3. METHOD 

This work uses the Python programming language and uses the librosa library for processing the 

speech signal and feature extraction. Past studies claim the librosa toolkit has better feature set performance 

than other toolkits such as pyAudioAnalysis and Geneva minimalistic acoustic parameter set (GeMAPS) [26]. 

Figure 1 shows a diagram of the process flow on how the SER will be carried out in this study. The method 

used in this research is divided into 7 stages, including: data fetching, data preparation, data preprocessing, 

framing and windowing, feature extractions, feature stacking, and classification model development. 
 

 

 
  

Figure 1. Proposed SER process flow 

 

 

3.1.  Data fetching 

The dataset used in this study is the RAVDESS dataset [9]. This emotional speech corpus contains a 

total of 1440 audio-only data consisting of 24 different actors and 8 classes of emotions consisting of calm, 

happy, sad, angry, fearful, surprise, and disgust. Figure 2 shows the distribution of data from each class of 

emotions from the dataset. According to the data distribution shown, it indicates that there is a slight class 

imbalance that occurs in ‘neutral’ emotions where the class only has 96 data besides the other classes, which 

each have 192 data. 

https://ieeexplore.ieee.org/abstract/document/7160715/
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Figure 2. Data count for each class in the dataset 

 

 

3.2.  Data preparation 

The data preparation is carried out in 3 main steps, such as: imbalance class handling, trimming 

input signal, and signal concatenation. The steps of data preparation are done in order to achieve a great SER 

performance. In SER, performing a proper data preparation in speech signal could also help the model to 

achieve better result in performing emotion classification. 

 

3.2.1. Imbalance class handling 

When handling imbalanced datasets, data resampling can be done using several methods such as 

undersampling and oversampling [27]. In the case of speech signals, both methods can be used to perform 

balancing, but the method that will be used in this research is the undersampling method. The undersampling 

method is done by randomly eliminating the majority data until it reaches the number of minority class data [27]. 

After the undersampling process, the final total sample obtained is 96 data for each class. 

 

3.2.2. Trimming input signal 

Trimming each silent part of the speech signal is done to ensure that the signal that will be processed 

for feature extraction will be cleaner and expected that it can eliminate random noise, which may have a 

negative impact on the model performance. This trimming process includes a validation that ensures the 

signal output from this trimming process produces a signal with a 2 second duration. 

 

3.2.3. Signal concatenation 

After all the signals have been trimmed, for each signal that belongs to a specific class, a 

concatenation process will be carried out, which will combine all data in a class into one long signal. This 

concatenation was done to ensure that each sample in a signal will not be wasted, which has previously been 

proven to improve the performance of the SER model [28]. 

 

3.3.  Data preprocessing 

The data preprocessing process is recommended to be carried out, especially for datasets that have 

different speakers and recording levels [29]. This is done to normalize the features so that during the feature 

extraction process, all data will have equivalent features [29]. In this study, the two preprocessing methods 

used were pre-emphasis and root mean square (RMS) normalization. 

 

3.3.1. Pre-emphasis 

Pre-emphasis is one of the signal preprocessing methods, where the components of high frequencies 

are emphasized (boosted) [30]. The goal of pre-emphasis is to improve the signal-to-noise ratio (SNR) of the 

input signal by reducing the level of low-frequency noise and improving the quality of the signal. Generally, 

this method is done by applying a high-pass filter which boosts the high frequency of a signal. One of the 

most frequently used pre-emphasis methods is the first order high-pass filter [30]. Assuming s(n) is the input 

signal,  with the value of 0.94 as a constant that determines the cutoff frequency of the single-zero filter 

through which s(n) passes [30]. The first order high-pass filter can be formulated as (1): 
 

𝑦(𝑛) = 𝑠(𝑛) −  𝛼𝑠(𝑛 − 1) (1) 
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3.3.2. Root mean square normalization 

RMS normalization is a technique in signal processing that is used to adjust the overall level of a 

signal [31]. The process involves calculating the RMS value of the signal and using this value to scale the 

entire signal to a target value. This method of normalization makes sure that the input signal has a constant 

power and amplitude throughout the entire signal. The RMS value is formulated as (2): 

 

𝑅𝑀𝑆 ≜ √∑ 𝑥2(𝑛)𝑁
𝑛=1  (2) 

 

where N is the number of samples and x is the input signal: 

 

𝑥𝑛𝑜𝑟𝑚 =
𝑥

𝑅𝑀𝑆
 (3) 

 

Then the original signal x is divided by RMS value to obtain the normalized signal (x_norm) [31]. 

 

3.4.  Framing and windowing 

Framing and windowing are common techniques used in speech processing. Framing refers to the 

process of dividing a continuous signal into smaller segments called frames [32]. Each frame then will be 

processed individually. In this case, feature will be extracted for each individual frame. On the other side, 

windowing is a process of applying a weighting function with the aim to reduce the effects of discontinuities 

at the edge of the frames. Windowing is a mandatory process because the frames we obtain from the framing 

process doesn’t have something to connect each frame. The most commonly used windowing function are the 

hanning window, hamming window, and blackman window [33]. 

The equation of the hanning window function is given by: 
 

𝑤(𝑛) = 0.5 − 0.5 × cos(
2𝜋𝑛

(𝑁−1)
) (4) 

 

where w(n) is the value of the hanning window at sample point n, N is the total number of samples in the 

window and  is the mathematical constant pi. 

Figure 3 shows the visualization of the framing and windowing process. In this study, the 

frame_length that will be used in the framing process is 2 s/44.100 frames (since the sample rate of the data is 

22.050) and the windowing process used is the hanning window [33]. Therefore, a single class obtains a total 

of 191 slices achieved by 96 slices of the framing process added with 95 slices of the windowing process. 

 

 

 
 

Figure 3. Visualization of framing and windowing process 

 

 

3.5.  Feature extraction 

After the framing and windowing process, a total of 5 features will be extracted from each slice. The 

features that will be taken from each slice are spectral contrast, tonnetz, chromagram, mel-spectrogram, and 

MFCC since it is widely used for SER [34]. Spectral contrast refers to the difference in intensity between 

adjacent frequencies or wavelength in a spectrum. It can be measured by calculating the standard deviation of 

the amplitudes in a frequency band. The spectral contrast plays a significant role in determining the perceived 

similarity between sounds [35]. 
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Tonnetz are added as a feature extraction method in this research because although mel-spectrogram 

and MFCC are good for identifying and tracking the timbre fluctuations but tend to have a poor performance 

in distinguishing pitch classes and harmonies. The tonnetz are used to map out relationships of pitches and 

harmonies. Chromagram is a form of visual representation of the pitch classes of an audio signal. It is often 

used in musical information retrieval that represents the harmonic content of a signal [36]. The tonnetz and 

the chromagram feature both added to compliment each other since they are both are used in the 

representation of harmony and pitch to balance out the ‘timbre-only’ representation such as MFCC and  

mel-spectrogram.  

The mel-spectrogram is a type of spectrogram that represents an audio signal in respect of a mel 

frequency scale which is a non-linear scale that mimics the human auditory system. MFCC is a feature of 

audio signal that is used to represent the spectral envelope of speech or music signal in a compact form. This 

feature is by far the most similar to human auditory perception among the other features used in this study. 

The MFCC is obtained by taking the power spectrum of an audio signal and applying it to a mel-filter bank 

whose output then is applied to some logarithmic block followed by computation of inverse discrete cosine 

transform (IDFT) [6].  

The hyperparameter for feature extraction used in this study is the following: MFCC uses a of the 

filter band size of 40. For the mel-spectrogram uses a hop length of 512, windowing method of Hann window 

and a mel size of 128. For spectral contrast uses a band size of 7, with a hop length of 512, windowing 

method of Hann window. The chromagram uses hop length of 512, windowing method of Hann window, and 

chromagram size of 12. The number of features taken from the extraction method is shown in Table 1. The 

number of coefficients taken are common numbers used in previous studies [8]. These features then will be 

stacked into a 1D array that will have the length of the sum of n which in this case will be 193. 

 

 

Table 1. Features extracted for each signal slice [8] 
Speech feature Number of coefficient (n) 

Spectral contrast 7 
Tonnetz 6 

Chromagram 12 

Mel-spectrogram 128 

MFCC 40 

 

 

3.6.  Feature stacking 

The next step is concatenating all features extracted into a 1D array. Since all the features have 

different shapes and sizes, by taking the mean value of each time axis, it can then be stacked into a single 

array. As proven in previous study, the order of which these features are stacked could impact the 

performance of the model [8]. Therefore, Tanoko and Zahra [8] performed a study and found that the best 

order of the multi-feature stack in order is spectral contrast, tonnetz, chromagram, mel-spectrogram, followed 

by MFCC. This study uses the best feature order based on previously mentioned study [8]. 

  

3.7.  Classification model 

The classification model used in this study is a 1D CNN that is initially based on [7] with some 

tweaking. The initial layer receives the stacked features with the size of 193. The first convolutional layer 

uses a filter size of 256 and a kernel size of 8 with the stride of 1. Then the result is activated using an 

activation layer with the type of rectifier linear units (ReLU). Then, it is followed by a dropout layer with the 

dropout rate of 0.5. The next convolutional layer has the same parameter as the previous convolutional layer but 

this time, the output is taken to a batch normalization which then activated by the activation of ReLU followed 

with the dropout rate of 0.5. The third convolutional layer with filter size of 128 with kernel size of 8. The 

output is then activated using ReLU and taken to the next convolutional layer that has the same parameter as 

the third convolutional layer but this time the output will be applied to a 1D max-pooling layer with the pool 

size of 4. The output of this max-pooling layer is then inserted to the next convolutional layer with the filter 

size of 64 and kernel size of 5 and activated using ReLU. Then, it is followed by a dropout rate of 0.1 which 

output’s is taken to the next 1D max-pooling layer with the pool size of 4 then inserted to the last 

convolutional layer with filter size of 256 and kernel size of 5 and activated using ReLU followed by a 

dropout rate of 0.1. The output is then flattened using a flatten layer which is then followed by a dense layer 

of size 8 representing the number of emotions that will be classified with a softmax activation function. 

Figure 4 shows a diagram of the classification model used in this study which is a 1D deep CNN model. 
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Figure 4. Proposed model of the deep CNN used 

 

 

As seen in Figure 4, the 1D CNN model is based on the Issa et al. [7] deep CNN model. The 

differences in the model used in this research compared to model used by [7] are the following: 

− The kernel size of the first four convolutional layer is (8×1). 

− Filter size differences of the 1D convolutional layer such as: second layer filter_size is 256; fourth layer 

filter_size is 64; last layer filter_size is 256. 

− Having batch normalization right after the second convolutional layer. 

− Having a dropout layer with the rate of 0.5 in between the first 1D convolutional layer and second 1D 

convolutional layer. 

− Dropout rate after the second convolutional layer is 0.5. 

− 1D max pooling with the pool_size of 4 is done after the fifth convolutional layer. 

− Added another 1D max pooling layer of size 4 after the sixth convolutional layer. 

− Removed the 1D max pooling layer between the second and third convolutional layer. 

This model uses an adam optimizer with the learning rate of 0.0001 and epsilon of 1e-07. The model 

also uses a loss function of ‘categorical_crossentropy’ since in this case this model is used for classification 

of more than 2 classes. Then the model is trained with the batch_size of 32 with 200 epochs. The training 

process also uses a callback function ReduceLROnPlateau [37] that monitors the validation loss with a factor 

of 0.8, patience of 15, verbose of 1 and minimum learning rate 1e-8. This callback function is used to reduce 

the learning rate whenever the validation loss has stopped improving. 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Results 

Table 2 shows the final accuracy, precision, recall, and F1 score of the model used in this study. The 

performance of the model shows a pretty significant improvement compared to the baseline model from 

previous work of Issa et al. [7] which also uses 1D CNN. This study proves that by using the same 5 features 

and using the same base model as used in [9] by using an optimized multi-feature stack and fine-tuning, a 

significant improvement could be made. Figure 5 is a chart representing the accuracy of each emotion class 
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prediction, which shows that the emotions class ‘surprised’, ‘fearful’, and ‘calm’ as the top 3 most accurately 

predicted emotions, and the ‘sad’ emotion as the least accurately predicted class. The overall accuracy of the 

model averages 90.1%. 

 

 

Table 2. Model evaluation result 
Evaluation metrics Score (%) 

Accuracy 90.1 

Precision 91.3 
Recall 90.1 

F1 90.9 

 

 

 
 

Figure 5. Prediction accuracy for each emotion class 

 

 

4.2.  Discussion 

In this work, an optimized deep CNN architecture is proposed. The proposed architecture shows a 

state-of-the-art result with better performance in terms of accuracy in classifying eight emotions from the 

RAVDESS dataset, compared to previous work that also uses CNN-based model. This study proves, by 

combining the optimized steps of preprocessing, framing, windowing, applying an optimized multi-feature 

order stack and tweaking the deep CNN model, could result in improved performance of previous models. 

However, the analysis made in this research relied solely on a single dataset which is the RAVDESS 

dataset. While the RAVDESS dataset offers diverse emotional speech data, its sole usage could potentially 

introduce bias only for the mentioned dataset. Another limitation in this study is where this study only 

focuses on performing classification of 8 distinct emotion classes. Future work may try to incorporate the 

optimization steps on different datasets with different range emotion classes to determine the effectiveness of 

this proposed method on different domains. Table 3 is a comparison of different methods used in performing 

SER that use similar methods and use the same dataset. As shown from Table 3, the proposed model 

outperforms other models that uses CNN-based model on performing classification of 8 emotions from the 

RAVDESS dataset, by combining an optimized steps (as mentioned in section 3.6 and 3.7) in the 

development of the model architecture. 

 

  

Table 3. Comparison with previous work with similar methods 
Previous work Method Accuracy (%) 

Issa et al. (2020) [7] 1D CNN+5 features 71.61 

Zeng et al. (2019) [38] 1D CNN+spectrogram 65.97 
Mustaqeem and Kwon (2020) [39] 2D CNN+spectrogram 79.50 

Tanoko and Zahra (2022) [8] 1D CNN+5 features (optimized) 79.17 

Sultana et al. (2022) [40] Deep CNN with time-distributed flatten layer and bidirectional long 
short-term memory layer (DCTFB) + spectrogram 

82.70 

Proposed method 1D CNN (optimized)+5 features (optimized) 90.10 

 

 

5. CONCLUSION 

In conclusion, SER is a challenging yet intriguing task to tackle. Piecing every single component in 

the SER architecture is also a challenge for researchers. Finding the right amount of balance of every 

component in the architecture such as the preprocessing method, the feature extraction, the classification 
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model itself, and many other steps, is mandatory to have a great model and achieving great result. This 

research uses an optimized multi-feature stack in combination with fine-tuning the classification model 

which greatly impacts the performance of SER. After performing optimization in each different steps of the 

SER, the fine-tuned 1D CNN model achieved the highest accuracy of 90.10% in performing classification for 

8 different emotion classes. 

Future work that could be done in advancing this work is to try work multi-corpus and having them 

complement each other and combining other classification method to hopefully could further improve the 

studies in this field. This study also only uses a single classification method as a baseline model which is the 

CNN model. Further research could also incorporate the use of different models such as the HMM, GMM, or 

the RNN model. 
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