
Bulletin of Electrical Engineering and Informatics 

Vol. 12, No. 6, December 2023, pp. 3853~3860 

ISSN: 2302-9285, DOI: 10.11591/eei.v12i6.6221      3853  

 

Journal homepage: http://beei.org 

Investigating the effectiveness of deep learning approaches for 

deep fake detection 
 

 

Mohammed Berrahal1, Mohammed Boukabous1, Mimoun Yandouzi2, Mounir Grari1, Idriss Idrissi1 
1Mathematics, Signal and Image Processing, and Computing Research Laboratory (MATSI), Higher School of Technology (ESTO), 

Mohammed First University, Oujda, Morocco 
2Engineering Sciences Laboratory (LSI), National School of Applied Sciences (ENSAO), Mohammed First University, Oujda, Morocco 

 

 

Article Info  ABSTRACT 

Article history: 

Received Mar 14, 2023 

Revised May 25, 2023 

Accepted Jun 5, 2023 

 

 As a result of notable progress in image processing and machine learning 

algorithms, generating, modifying, and manufacturing superior quality 

images has become less complicated. Nonetheless, malevolent individuals 

can exploit these tools to generate counterfeit images that seem genuine. 

Such fake images can be used to harm others, evade image detection 

algorithms, or deceive recognition classifiers. In this paper, we propose the 

implementation of the best-performing convolutional neural network (CNN) 

based classifier to distinguish between generated fake face images and real 

images. This paper aims to provide an in-depth discussion about the 

challenge of generated fake face image detection. We explain the different 

datasets and the various proposed deep learning models for fake face image 

detection. The models used were trained on a large dataset of real data from 

CelebA-HQ and fake data from a trained generative adversarial network 

(GAN) based generator. All testing models achieved high accuracy in 

detecting the fake images, especially residual neural network (ResNet50) 

which performed the best among with an accuracy of 99.43%. 
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1. INTRODUCTION 

Fake face detection is a critical challenge, given the potential harm it can cause in various domains 

such as social media, journalism, politics, and law enforcement [1], [2]. The use of counterfeit faces can 

result in identity theft, fraud, and other malicious activities that have the potential to cause harm to both 

individuals and organizations. Additionally, the proliferation of fabricated facial imagery can result in the 

dissemination of false news and misinformation, complicating the task of discerning genuine from counterfeit 

information. Researchers are exploring the efficacy of deep learning methods to identify fraudulent facial 

features in order to address this problem [3], [4]. 

By training on a large dataset of real and fake faces, deep learning techniques, including 

convolutional neural networks (CNNs) and generative adversarial networks (GANs) are capable of 

identifying subtle differences between the two types. These approaches can identify patterns and features that 

are difficult to be detected by the human eye, making it a promising solution for detecting fake faces as 

shown in Figure 1, we present samples of human faces from the CelebA-HQ dataset in Figure 1(a), and in 

Figure 1(b) we show generated images from a GAN-based model. It is evident that we face difficulty in 

distinguishing between the sets of images. However, there are several challenges in developing effective deep 
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learning models for fake face detection. One of the major challenges is the lack of a large and diverse dataset 

of fake faces, which is essential for training and testing deep learning models [5]. Furthermore, the creation 

of fake faces is becoming increasingly sophisticated, developers are creating new methods to produce human 

faces that are highly realistic and fake, which can evade detection. 

 

 

  
(a) (b) 

 

Figure 1. Samples of images used in our work: (a) sample from CelebA-HQ dataset and (b) generated sample 

using GAN-based trained model 

 

 

Therefore, this research aims to address these challenges and investigate the effectiveness of 

different deep learning approaches for detecting fake faces. The study will involve exploring various deep 

learning architectures, training, testing datasets, and evaluating the performance of these models on different 

metrics. The aim is to discover the most efficient methodology for detecting counterfeit faces and to 

contribute to the advancement of dependable techniques that identify and prevent the dissemination of 

fraudulent images and videos. This study holds the potential to have a significant impact on impeding the 

proliferation of false faces and safeguarding the credibility of digital media. 

 

 

2. BACKGROUND 

2.1.  Computer vision 

The field of artificial intelligence known as computer vision concentrates on empowering computers 

to comprehend and interpret visual information from the world, similar to how humans perceive and process 

visual information [6]. The goal of computer vision is to enable machines to automatically analyze, process, 

and interpret images and videos, and to extract meaningful insights and information from them. This involves 

developing algorithms and techniques that can perform tasks such as object recognition, segmentation, 

tracking, and image restoration. Computer vision has numerous real-world applications, including 

autonomous vehicles, medical imaging, facial recognition, security and surveillance, and robotics [7]. With 

its ever-evolving refinement and precision, computer vision possesses the capability to catalyze a 

transformative shift across a multitude of industries and disciplines. 

 

2.2.  Generative adversarial network 

GANs belong to the category of deep learning generative models, capable of generating new data by 

learning the underlying patterns in each dataset. A GAN comprises of two neural networks, namely a 

generator network and a discriminator network. The generator network learns to generate synthetic data that 

is similar to belong to the category of deep learning generative models, capable of the training data, while the 

discriminator network learns to distinguish between real and fake data. During training, the generator and 

discriminator networks compete against each other in a game-like setup, where the generator tries to generate 

more realistic data, while the discriminator tries to correctly identify real and fake data [8]. The training 

process of a GAN involves updating the generator and discriminator networks alternatively until the 

generator can produce synthetic data that is indistinguishable from the real data as shown in Figure 2. GANs 

have demonstrated their effectiveness in various applications, such as generating images and videos, style 

transfer, and data augmentation. One of the major advantages of GANs is that they can generate highly 

realistic and diverse data, which is not possible with traditional generative models. However, GANs can be 

challenging to train and require careful tuning of hyperparameters to achieve good results. 
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Figure 2. The architecture of GANs 

 

 

2.3.  Transfer learning 

Transfer learning is a technique in machine learning that involves taking a model trained for one 

task and adapting it to another related task through fine-tuning [9]. In the context of classification, transfer 

learning involves using a pre-trained model as a starting point for training a new classifier. In transfer 

learning, the pre-trained model is typically a deep neural network that has been trained on a large dataset, 

such as ImageNet, which contains millions of labeled images. The pre-trained model learns a set of feature 

representations that can be useful for a wide range of computer vision tasks [10]. To use transfer learning for 

classification, the pre-trained model is first modified by removing the last layer, which is typically the output 

layer that predicts the class labels for the original dataset. A new output layer is then added to the model, 

which will be trained on the target dataset. During the fine-tuning stage, the weights of the pre-trained model 

are frozen, and only the weights of the new output layer are updated. This allows the model to quickly adapt 

to the new task, while still retaining the valuable feature representations learned during the pre-training stage. 

Transfer learning can significantly reduce the amount of labeled data required for training a new model and 

can also improve the accuracy of the classifier, especially in cases where the target dataset is small or similar 

to the original dataset used for pre-training. Table 1 features an exquisite compilation of transfer learning 

models that have been carefully selected for utilization in our paper. 

 

 

Table 1. The best-performing architectures for image classification CNN-based model 
Ref/year Model name Brief description 

[11]/2015 ResNet50 Residual neural networks (ResNets) are a type of CNN that has proven to be very effective 
at reducing the training error of very deep networks. ResNet50 consists of 50 layers. 

[12]/2014 VGG16 

and VGG19 

Both VGG16 and VGG19 are deep neural networks. VGG16 has 16 layers, consisting of 13 

convolutional layers and 3 fully connected layers. On the other hand, VGG19 is comparable 
to VGG16 but has 19 layers. 

[13]/2016 DenseNet Uses dense blocks, which are blocks of layers where each layer is connected to every other 

layer in the block. Dense-Net has a total of 121 layers, including 100 convolutional layers. 
[14]/2018 MobileNetV2 Developed specifically for use on mobile devices. MobileNetV2 has 19 layers. 

[15]/2017 Xception Is an architecture that uses depth-wise separable convolutions (a type of convolution that is 

very efficient computationally). It has a total of 71 layers, including 46 convolutional layers. 
[16]/2017 NASNetMobile Is an architecture that is specifically designed for use on mobile devices. It has a total of 474 

layers, including 33 convolutional layers. 

[17]/2015 InceptionV3 Is an architecture that is composed of a series of Inception modules. It has a total of 42 
layers, including 31 convolutional layers. 

 

 

2.4.  Related work 

There has been significant research in the field of generative fake face image detection in recent 

years. Many of these studies have focused on developing deep learning models that can accurately 

distinguish between real and fake face images. One popular approach is to use GANs [18], [19], which are 

generative models that can create highly realistic face images. To identify such counterfeit faces, researchers 

have devised techniques for training discriminative models that differentiate between authentic and 

fraudulent images. Zhang et al. [20] proposed a method for detecting GAN-generated fake face images based 

on the visual artifacts that are present in these images. In addition to these approaches, researchers have also 

explored the use of other machine learning techniques, such as support vector machines (SVMs) and  

k-nearest neighbor, for detecting fake faces [21]–[23]. In another hand, Li and Lyu [24] propose in their 
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paper a novel deep learning framework for detecting face forgery in images, based on the idea of contrasting 

two hypotheses. Zakharov et al. [25] propose a method for detecting deep fake images by analysing 

inconsistencies in the head pose of the subject. Nguyen et al. [26] propose a method for detecting images 

generated by GANs for analysing co-occurrence matrices of pixel values. Rossler et al. [27] work provides a 

comprehensive assessment of the threat posed by deep fake images to face recognition systems and proposes 

a method for detecting them based on analysing the consistency of facial landmarks. Shu et al. [28] proposes 

a method for detecting anomalies in seasonal key performance indicators (KPIs) using a variational 

autoencoder, which could potentially be applied to detect deep fake images. These are just a few examples of 

the many works in the field of deep fake image detection. As the technology behind deep fake images 

continues to evolve, new detection techniques will likely need to be developed to keep up with the threat they 

pose. Overall, these studies demonstrate the potential of deep learning models for detecting fake face images 

and suggest that these models could play a significant role in addressing the problem of fake face generation. 

However, further research is needed to improve the accuracy of these models and to develop more robust and 

effective methods for detecting fake face images. 

 

 

3. METHOD 

3.1.  Datasets 

CelebA-HQ is a large-scale face dataset that contains high-quality images of celebrity faces. The CelebA 

dataset, consisting of images of celebrities with lower resolution, was developed by researchers from the Chinese 

University of Hong Kong and Tencent AI Lab. This new dataset is a continuation of CelebA. CelebA-HQ dataset 

contains 30,000 images with a resolution of 1,024x1,024 pixels, making it one of the highest-resolution face 

datasets available [29]. The flickr faces HQ (FFHQ) dataset is a high-quality dataset of human faces collected by 

Nvidia for training and evaluating generative models. The dataset consists of 70,000 high-resolution  

(1,024x1,024 pixels) images of faces, featuring a diverse range of ages, genders, and ethnicities [30]. 

 

3.2.  Proposed method 

In this particular study, we employed a unique method that involved the utilization of two distinct 

datasets, namely the CelebA-HQ and FFHQ datasets. The objective was to amalgamate these datasets, 

resulting in the creation of a third dataset that would serve as a foundation for our research. Through an 

intricate process, we harnessed the power of a style-based generator model and subjected it to extensive 

training using this newly formed dataset. The outcome was the generation of a remarkable collection of over 

5,000 high-quality images, which were subsequently employed as synthetic label images, commonly referred 

to as “fake” images. 

To establish a solid benchmark for evaluation, we introduced the CelebA-HQ dataset as a source of 

real image labels, as depicted in Figure 3. By combining both the 5,000 real images from the CelebA-HQ 

dataset and the 5,000 fake images generated by our style-based generator, we were able to execute 

comprehensive training and conduct a thorough assessment of our transfer learning models. This approach 

proved instrumental in enhancing the accuracy and reliability of our research outcomes. 
 

 

 
 

Figure 3. Schema of the method used in this paper 

 

 

3.3.  Evaluation metrics  

For the study of deep learning models, four quantitative measures were used to evaluate the 

performance and efficacy of every model defined by the following functions: accuracy, precision, recall, and 

F1-score as shown in Figure 4. These metrics are calculated using the following definition:  
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- True positive (TP): fake images were correctly classified as generated images 

- False negative (FN): fake images were incorrectly classified as real images 

- True negative (TN): real images were correctly classified as real images 

- False positive (FP): real images were incorrectly classified as generated images 
 

 

 
 

Figure 4. Evaluation metrics used in our study 

 

 

3.4.  Hardware characteristics 

For the test of our models, we use the high-performance computing (HPC) infrastructure cluster 

HPC-MARWAN, with the following characteristics:  

- Compute nodes: 2*Intel Xeon Gold 6148 (2.4 GHz/20-core)/192 GB RAM. 

- GPU node: 2*NVIDIA P100/192 GB RAM. 

- Storage node: 2*Intel Xeon Silver 4114 (2.2 GHz/20-core)/18 * SATA 6 TB. 

 

 

4. RESULTS AND DISCUSSION 

Table 2 presents the results of using various deep learning algorithms for the classification of human 

face images as real or fake. The performance of each algorithm is evaluated based on several metrics, 

including accuracy, loss, precision, recall, and F1-score. Based on the results, ResNet50 achieved the highest 

accuracy of 99.34%, followed by VGG16, VGG19, and DenseNet with accuracies of 97.71%, 97.65%, and 

86.65% respectively. The MobileNetV2 and Xception algorithms performed relatively worse with accuracies 

of 74.00% and 75.34%, while NASNetMobile and InceptionV3 achieved the lowest accuracy scores of 

65.65% and 66.56% respectively. 
 

 

Table 2. Attained results for the CNN models 
Deep learning algorithms Number of parameters Accuracy (%) Loss (%) Precision (%) Recall (%) F1-score (%) 

ResNet50 24,637,313 99.34 2.92 99.34 99.40 99.37 

VGG16 14,977,857 97.71 6.32 97.59 98.00 97.79 

VGG19 20,287,553 97.65 6.64 97.60 97.89 97.74 
DenseNet 7,562,817 86.65 29.20 86.73 87.62 87.17 

MobileNetV2 2,914,369 74.00 51.28 74.11 77.55 75.79 

Xception 21,911,081 75.34 51.21 75.51 77.56 76.52 
NASNetMobile 4,811,413 65.65 62.52 66.86 67.22 67.04 

InceptionV3 22,852,385 66.56 61.73 68.86 71.12 69.97 

 

 

Moreover, the precision metric, which measures the proportion of true positives among all predicted 

positives, was highest for ResNet50 with a score of 99.34%, followed by VGG16 and VGG19. The recall 

metric, which measures the proportion of true positives among all actual positives, was highest for ResNet50 

VGG16, VGG19 with scores of 99.40%, 97.71%, and 97.65% respectively. The F1-score, which is a 

harmonic mean of precision and recall, provides an overall evaluation of the algorithm's performance. 

ResNet50 achieved the highest F1-score of 99.37%, followed by VGG16 and VGG19 with scores of 97.79% 

and 97.74% respectively. The remaining algorithms achieved F1 scores below 90%.  

Overall, the results certifies that ResNet50 performed the best among the tested algorithms, with the 

highest accuracy, precision, recall, and F1 score. However, the choice of the most appropriate algorithm for a 

specific task should be based on various factors, including the size and complexity of the dataset, the required 

level of accuracy, and the available computational resources. The training process was smooth no trace of 

overfitting or underfitting, as shown in Figure 5, we demonstrate the training process of our models, where 

Figure 5(a) represents the accuracy and Figure 5(b) shows the loss.  
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(a) (b) 

 

Figure 5. Training process of transfer learning models: (a) the accuracy of trained models and (b) the loss of 

trained models 
 

 

We perform several tests using ResNet50 to predict images outside datasets as shown in Figure 6. 

Most of the images were predict correctly, however a minority of images failed the classification process, due 

the complexity, some images may be too complex for the classification model to accurately determine 

whether they are real or fake. If an image contains excessive visual noise or significant manipulation, it could 

pose a challenge for the model to accurately classify it. Additionally, deep learning models are limited in 

their capabilities and may encounter difficulties in accurately classifying images that do not align with their 

strengths. 

 

 

 
 

Figure 6. Samples of predicted fake and real images 

 

 

5. CONCLUSION 

In conclusion, the ease of creating and manipulating high-quality images using machine learning 

algorithms has opened new possibilities for image-based applications. However, it has also resulted in the 

production of counterfeit images that have the potential to mislead people. The paper presents an in-depth 

analysis of the challenge of detecting fake face images and proposes the implementation of CNN-based 

classifiers to address this issue. Some proposed model achieved high accuracy in distinguishing between real 

and fake images, with ResNet50 being the best-performing algorithm reaching the highest accuracy score of 

99.43. furthermore, we provide a valuable contribution towards combating image manipulation and highlight 

the need for continued research in this area to prevent the malicious use of image manipulation techniques. 
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