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ABSTRACT

Link prediction in social network is an important topic due to its applications like
finding collaborations and recommending friends. Among existing link predic-
tion methods, similarity-based approaches are found to be most effective since
they examine the number of common neighbours (CN). Current work presents a
novel link prediction algorithm based on particle swarm optimization (PSO) and
implemented on four real world datasets namely, Zachary’s karate club (ZKC),
bottlenose dolphin network (BDN), college football network (CFN) and Krebs’
books on American politics (KBAP). It consists of three experiments: i) to find
the measures on existing methods and compare them with our proposed algo-
rithm; ii) to find the measured values of the existing methods along with our
proposed one to determine future links among nodes that have no CN; and iii) to
find the measures of the methods to determine future links among nodes having
same number of CN. In experiment 1, our proposed approach achieved 75.88%,
78.34%, 82.63% and 78.36% accuracy for ZKC, BDN, CFN, and KBAP respec-
tively. These results beat the performances of traditional algorithms. In exper-
iment 2, the accuracies are found as 75.53%, 74.25%, 81.63% and 78.34% re-
spectively. In experiment 3, accuracies are detected as 72.75%, 81.53%, 78.35%
and 75.13% respectively.
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1. INTRODUCTION
It is very common that predicting future links in online social networks is a challenging task due to

the vast number of users and huge number of connections. Collaborative networks are well explained by Jin et
al. [1], Barabási et al. [2], and Davidsen et al. [3] that have been usually assessed by certain overall structural
characteristics within networks. Connection prediction in this context makes it possible to infer that certain
people are collaborating even when their interactions have not been directly observed [4]. The problems with
link prediction are also linked to the issue of finding missing network connections [5], [6].

Liben-Nowell and Kleinberg [7] experimented on large co-authorship networks which provided infor-
mation about future connections. Then, Lü and Zhou [8] summarised the then-recent progress of link prediction
algorithms. Symeonidis et al. [9] defined a basic node similarity measure that captures effectively local graph
features. Some sample link prediction approaches were examined by classifying them with model type [10].
Almansoori et al. [11] also proposed a link prediction model which was capable of predicting both links that
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might exist and disappear in the future. In the same year, Liu et al. [12] suggested an approach for link pre-
diction which focused on social media data in order to identify the most influenced ones. Dong et al. [13]
proposed two improved algorithms: CNGF algorithm based on local information and KatzGF algorithm based
on a global information network. Bliss et al. [14] proposed a method for predicting future linkages by optimis-
ing weights. Tang et al. [15] presented a logical technique to utilise positive connections and content-centric
user interactions.

Again, the problem of attacking similarity-based link prediction was presented once more [16]. Moraes
et al. [17] presented a common approach to link prediction that computed degrees of compatibility between
unconnected node pairs in the network. Mallek et al. [18] addressed the link prediction issue within the un-
certain framework of belief function theory. In the same year, a systematic analysis of existing link prediction
methodologies was provided [19]. Yuliansyah et al. [20] showed a systematic review and introduced the link
prediction taxonomy. Kou et al. [21] presented that the existing link prediction research did not consider the
need for user privacy protection. A line graph neural networks was proposed to predict links in social networks
[22]. To experiment link prediction technique in dynamic networks, graph convolution network embedded long
short term memory network (GC-LSTM), an end-to-end model long short term memory network (LSTM) was
proposed by Chen et al. [23]. Utilizing the relationship between phenotype and genotype, a machine learning
based link prediction algorithm was also proposed [24].

In social networks, the prediction of links indicate new or dissolution links in future networks [25].
Even if two nodes in a network don’t share a common first-order neighbor, they could nevertheless be connected
through a large number of intermediate neighbors. In this case, the relationship between two nodes is made
clear by the number of their shared neighbors. This form of connection is referred to as a concealed relationship
in this paper. We have generated two problem statements based on concealed relationship as follows:

− Statement 1: in real-world networks, there may be a substantial fraction of linkages between nodes
that have no common neighbours (CN). Methods that rely solely on common first-order neighbours for
prediction may have limited accuracy depending on the network.

− Statement 2: there is a large overlap in the same number of neighbours while potential links are developed
among nodes after sorting all the existing links.

From the two statements we can generate two postulates:
− Postulate 1: connection creation can be expected if the nodes linked to a future link have no CN but have

a substantial hidden association.
− Postulate 2: when hidden connections are taken into account, variations in existing and non-existing

linkages between pairs of nodes with the same number of shared neighbours may be explained.
The swarm intelligence-based approaches have gained a lot of popularity in the various field because

of their ability to converge to near optima and have low computational complexity [26]. Particle swarm op-
timization (PSO) [27] is a heuristic search approach whose artificers are inspired by biological populations’
swarming or collaborative activity. Several problems have been solved using swarm intelligence based tech-
niques and presented in the current year [28]–[31]. A comprehensive survey of whale optimization algorithm
was presented by Mahmood et al. [32] recently. Applications of PSO have been observed in different fields
very recently [33]–[36]. Jawad et al. [37] presented a modified meerkat clan algorithm using swarm intelli-
gence technique. The same approach was presented by Saleh et al. [38] in different way. Truong et al. [39]
succeeded in developing X-ware using intelligence based method that they tested against Windows-based PCs.
Abdulhussein et al. [40] created a reliable cascade P-PI controller to regulate the speed and position of the
permanent magnet DC motor. Hamed et al. [41] suggested a cooperative hunting approach for a multi-robot
system based on the wolf swarm algorithm whose behaviour is unforeseen by numerous robots. Methods were
also presented that combined universal, problem-free swarm intelligence algorithms with simple deterministic
domain-specific heuristic algorithms [42], [43]. Application of swarm based intelligence technique can also
be seen in image processing problems [44]. The swarm based approach was also applied to check robotic
behaviour which could be scaled to industrial and consumer markets to further the ability of automation [45].

Based on postulate 1 and postulate 2, there are three different experiments conducted to evaluate
our proposed approach: i) to find the results of the methods using different evaluative parameters; ii) to find
the possible future links that have no CN but concealed relationships; and iii) to calculate the measures to
determine future links among nodes that have the same number of CN. We have arranged this paper as follows:
i) method is discussed in the section 2; ii) it is followed by results and discussion in section 3; and iii) finally
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our manuscript ends with an elaborated conclusion in section 4.

2. METHOD
The approaches for predicting hidden connections differ mostly in how they calculate the similarity

score between two nodes, which is subsequently used to calculate the likelihood of each non-existing link.
We have used eight common methods to predict concealed relationships in this paper: CN [46], preferential
attachment (PA) [47], Jaccard coefficient (JC) [7], hub promoted index (HPI) [14], resource allocation (RA)
[48], Adamic-Adar (AA) [49], Salton index (SI) [50], and Leicht-Holme-Newman (LHN) index. Figure 1
depicts the work flow of the model in which we have applied PSO to predict future links. In our proposed
approach, PSO is used as the predictive model where Pearson correlation is considered as the fitness function.
In this approach, we adapt the modified velocity and position update equation to solve the link prediction
problem [51]. The distance between the particle and its Pbest and Gbest is calculated using the shortest path
distance which in turn is used for calculating the velocity.

Figure 1. Work flow of the proposed method

The particle which has the best fitness and if it is better than the previous one, the particle is regarded
as global leader. Then a random node is selected from the region to update the particle position. The details of
each step is explained in the subsections mentioned in below.

2.1. Particle representation and fitness evaluation
Each particle of the swarm S has N dimensions where N represents the number of nodes in the graph.

The ith index of the particle and the jth value at the ith index represents the edge between the ith and jth nodes
in the graph.

In order to calculate the likelihood of link formation between nodes vi and vj , the union neighbour-
hood set, Uij is calculated as (1):

Uij = {z : (Ni[z] > 0)or(Nj [z] > 0)} (1)
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Greater correlation between the union neighbourhood set, Uij , of the vectors Ni and Nj indicates higher
structural similarity between nodes i and j. To determine the correlation between two nodes, the correlation co-
efficient between the union neighbourhood set of vectors is determined. We use Pearson correlation coefficient
to calculate the fitness of each particle. The correlation between the union neighbourhood set of the vectors Ni

and Nj is calculated as (2):

CRij =

∑
z∈Uij

(Ni[z]−Ni)(Nj [z]−Nj)√∑
z∈Uij

(Ni[z]−Ni)2(Nj [z]−Nj)2
(2)

Ni is the mean of the values in the union neighbourhood set of vector Ni and it is calculated as: Ni =∑
z∈Uij

(Ni[z])

Uij
. Even if two nodes have no shared neighbours in our approach, they may have considerable

structural similarities. As a result, a link may be identified by comparing their neighbours.

2.2. Velocity and position updation
We have modified the velocity and position updation for each particle. We update the velocity of a

particle as (3):

vi
t+1 = w ⊗ vt + c1 ⊗ rand()⊗ dist(pi, xi)

+c2 ⊗ rand()⊗ dist(Gi, xi)
(3)

where, the symbol ⊗ denotes point by point vector multiplication. vit+1 is the velocity of the ith particle at (t +
1) time. The inertia momentum factor w; (0 < w < 1); self-confidence factor c1 and swarm confidence factor
c2 are non-negative real constants. We have taken the value of c1 and c2 are [1:4 - 1:9]. dist(pi, xi) means
the shortest path distance from the Pbest particles to the swarm particles. Similarly, dist(Gi, xi) denotes the
shortest path distance from the Gbest particle to the swarm particles.

The position of the particle is not updated directly adding the velocity to each position. Rather we
consider the velocity as the radius within which the particle can move. We find set T of such points as (4):

T = {xj : dist(xi, xj) ≤ vi
t+1} (4)
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Now, we select randomly one such element from the set T to update the particle position as (5):

xi = rand(T ) (5)

Now, the position for the particle is updated and if a better position is found in next iteration then the new
position will be updated accordingly.

3. RESULTS AND DISCUSSION
3.1. Datasets

The proposed method is implemented on different real world datasets with satisfactory results. The
names of the used datasets are: Zachary’s karate club (ZKC) [52], bottlenose dolphin network (BDN) [53],
college football network (CFN) [54], and Krebs’ books on American politics (KBAP) [55]. The characteristics
of the dataset is represented in a tabular format in Table 1.

Table 1. Characteristics of the datasets
SI no. Dataset Nodes Edges Average degree

1 ZKC 34 78 2.29
2 BDN 62 159 2.56
3 CFN 115 615 5.35
4 KBAP 105 441 4.20

3.2. Results analysis
Our experiments are implemented using Python programming language in Jupyter notebook, the sys-

tem specification is Windows 10 OS with 8 GB RAM. We have considered four datasets mentioned for the
experiments in our proposed method. The collection of existing edges, E, for each network is randomly par-
titioned into two sets: training edges set, ETrain and test edges set, ETest. We choose δ percentage of edges
at random as ETrain and the rest (1− δ) percentage of edges as ETest. The procedure is repeated 15 times to
raise the confidence in the acquired results, and the average of the obtained results is provided in each experi-
ment. We have considered here mainly five matrices to evaluate our algorithm as mentioned below: precision,
recall, F1, accuracy, and area under curve (AUC). The AUC is calculated by computing the similarity score
between the pair of nodes connected to each of the edges using an edge from ETest and an edge from the set
of non-existing edges, ENE . The AUC is obtained when this method is done k times using (6):

AUC =
k1 +

1
2k2

k
(6)

In (6), the number of times the similarity score of the nodes connected by the edge chosen from the set
ETest exceeds the similarity score of the nodes connected by the edge chosen from the set ENE is considered
as k1, and the number of times the two similarity scores are identical is called k2. The AUC value ranges from
[0, 1], with a larger number indicating more accuracy.

− Experiment 1: in the first experiment, we pick a number of δ as 80 since it is a value that has been
utilised in prior relevant studies [56]. Precision, recall, F1, accuracy, and AUC values are then calculated
for each of the nine approaches including our proposed method, and for each of the four networks.
Tables 2-6 summarise the findings of precision, recall, F1, accurracy and AUC score consecutively.
Table 2 displays the values of precision we have found in our experiment. In CFN network, CN and
PA method have attained the highest precision with 77% and 69% among existing methods. Similarly,
JC method achieved the highest precision in ZKC network with 76%. HPI and AA method gained the
highest precision in KBAP network with 72% and 73%; and SI method gained the highest precision in
BDN network with more than 73% among existing methods. Table 3 exhibits the recall values of all
the methods we have perceived. Almost all the existing methods have found the highest recall values
in CFN network. The obtained F1 score is shown in Table 4. Here also, all the existing methods have
gained the highest F1 score except JC method. Tables 5 and 6 present the accuracy and AUC score of
all existing methods along with our proposed method. All other approaches are outperformed by our
proposed method. Among all the methods, our proposed approach has achieved the highest precision
at 84.27%, recall value at 88.34%, F1 score at 86.26%, accuracy at 82.63%, and AUC value as 80.35%
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in CFN. Also, our proposed approach is able to perform better than the existing algorithms in all other
datasets.

Table 2. Characteristics of the datasets
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.7362 0.6291 0.7641 0.7193 0.7180 0.6892 0.7191 0.6924 0.7831
2 BDN 0.7523 0.6834 0.7484 0.6920 0.7251 0.6924 0.7352 0.7183 0.7792
3 CFN 0.7705 0.6981 0.7391 0.7231 0.7620 0.7192 0.7285 0.7237 0.8427
4 KBAP 0.7285 0.6682 0.7510 0.7296 0.7182 0.7310 0.7097 0.7173 0.8139

Table 3. Recall values comparison with existing methods and proposed method
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.7475 0.6835 0.7846 0.7729 0.8182 0.6958 0.7384 0.6847 0.8131
2 BDN 0.7723 0.7081 0.7823 0.7194 0.8139 0.6942 0.7185 0.7124 0.8404
3 CFN 0.8159 0.7294 0.7938 0.8185 0.8409 0.7263 0.7834 0.7397 0.8834
4 KBAP 0.7638 0.7162 0.7924 0.7325 0.8354 0.7047 0.7463 0.7048 0.8191

Table 4. F1 score comparison with existing methods and proposed method
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.7418 0.6552 0.7742 0.7451 0.7648 0.6925 0.7286 0.6885 0.7978
2 BDN 0.7622 0.6955 0.7650 0.7054 0.7669 0.6933 0.7268 0.7153 0.8086
3 CFN 0.7926 0.7134 0.7655 0.7678 0.7995 0.7227 0.7550 0.7316 0.8626
4 KBAP 0.7457 0.6914 0.7711 0.7310 0.7724 0.7176 0.7275 0.7110 0.8165

Table 5. Accuracy comparison with existing methods and proposed method
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.6936 0.6830 0.7385 0.7317 0.6628 0.6583 0.7174 0.6952 0.7588
2 BDN 0.7184 0.6739 0.7295 0.7285 0.6927 0.6398 0.7648 0.7048 0.7834
3 CFN 0.7371 0.7104 0.7749 0.7738 0.7319 0.6852 0.7528 0.7784 0.8263
4 KBAP 0.7046 0.6950 0.7428 0.7183 0.7286 0.6741 0.7397 0.7642 0.7931

Table 6. AUC score comparison with existing methods and proposed method
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.6746 0.7056 0.6842 0.6511 0.6834 0.6575 0.7174 0.6812 0.7275
2 BDN 0.7382 0.6181 0.7378 0.6275 0.6925 0.6389 0.7038 0.6934 0.7526
3 CFN 0.7514 0.7852 0.7637 0.6815 0.6676 0.6824 0.6841 0.6727 0.8035
4 KBAP 0.7248 0.6903 0.7294 0.6923 0.6764 0.7032 0.6951 0.6834 0.7836

− Experiment 2: the purpose of this experiment is to test postulate 1, which concerns the approaches’
capacity to discern linkages between nodes with no shared neighbours. We take the set of test edges
ETest, and the set of non-existing edges ENE for each of the four networks. We choose the edges
that connect nodes that have no CN and have a degree larger than one from these two groups. Then,
for our proposed technique and all other approaches, we calculate the similarity score for each of these
edges. Precision, recall, F1, accuracy, and AUC scores of the methods are shown in Tables 7-11. Table 7
represents that our proposed approach attained the highest precision value on CFN network followed by
ZKC and KBAP. In the same network, the best recall value and F1 score in Table 8 have been obtained by
our proposed method. Table 9 explains about F1 score for all the methods out of which our proposed has
outperformed others. Table 10 represents that our suggested technique is more accurate than previous
methods in distinguishing links between nodes with no shared neighbours. This experiment demonstrates
that assessing the correlation between neighbourhood vectors is a useful way to find the indirect similarity
among nodes when they don’t have any shared neighbours. Finally, we represent the AUC score in Table
11 where our proposed method dominates the values comparing with the existing methods.
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Table 7. Precision values of the methods to determine future links among nodes that have no CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.6936 0.7184 0.6942 0.6641 0.6832 0.6142 0.7239 0.6521 0.7485
2 BDN 0.6829 0.7041 0.7195 0.6741 0.7042 0.6531 0.7174 0.6354 0.7259
3 CFN 0.7163 0.7457 0.7326 0.6818 0.7132 0.6684 0.7484 0.7173 0.7895
4 KBAP 0.6731 0.6925 0.7196 0.6264 0.6842 0.6951 0.7264 0.7043 0.7415

Table 8. Recall values of the methods to determine future links among nodes that have no CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.7452 0.7504 0.7143 0.6952 0.7587 0.6835 0.7843 0.7835 0.8036
2 BDN 0.7239 0.7848 0.7643 0.6823 0.8145 0.6942 0.7723 0.7255 0.7935
3 CFN 0.7783 0.8192 0.7853 0.6674 0.8264 0.7032 0.8342 0.7426 0.8636
4 KBAP 0.7483 0.8257 0.7385 0.6253 0.7964 0.6935 0.8185 0.7175 0.8367

Table 9. F1 scores of the methods to determine future links among nodes that have no CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.7185 0.7341 0.7041 0.6793 0.7190 0.6470 0.7529 0.7118 0.7751
2 BDN 0.7028 0.7423 0.7412 0.6782 0.7553 0.6730 0.7438 0.6775 0.7582
3 CFN 0.7460 0.7807 0.7580 0.6745 0.7656 0.6854 0.7890 0.7297 0.8249
4 KBAP 0.7087 0.7533 0.7289 0.6258 0.7360 0.6943 0.7697 0.7108 0.7862

Table 10. Accuracy of the methods to determine future links among nodes that have no CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.7372 0.7529 0.6856 0.6873 0.7034 0.6893 0.7523 0.6934 0.7553
2 BDN 0.7281 0.7193 0.6942 0.6793 0.6973 0.6743 0.7334 0.7045 0.7425
3 CFN 0.7461 0.7728 0.7153 0.6954 0.7327 0.6935 0.7734 0.7523 0.8163
4 KBAP 0.7382 0.6924 0.7043 0.6364 0.7056 0.6734 0.7175 0.7454 0.7834

Table 11. AUC score of the methods to determine future links among nodes that have no CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.7246 0.7756 0.6412 0.6911 0.7025 0.6741 0.7017 0.6841 0.7875
2 BDN 0.7123 0.6795 0.7253 0.6526 0.6845 0.6642 0.7328 0.7172 0.7216
3 CFN 0.7135 0.7329 0.7748 0.7485 0.7292 0.6942 0.7641 0.7682 0.7859
4 KBAP 0.7417 0.6625 0.7362 0.7432 0.7193 0.6815 0.7218 0.7362 0.7561

− Experiment 3: the purpose of this experiment is to test postulate 2, which concerns the approaches’
capacity to detect linkages between nodes with the same number of shared neighbours. To do so, we take
the set of test edges ETest, and the set of non-existing edges ENE , for each of the four networks. We
choose the edges that connect nodes with the same number of shared neighbours from these two sets.
Then, using our proposed technique, we calculate the similarity score for each of these edges. Precision,
recall, F1, accuracy, and the AUC scores of the methods are shown in Tables 12-16. In Table 12, CN and
JC methods have gained the highest precision values in BDN network with 67% and 69%; LHN method
has attained the highest in KBAP network; SI method in ZKC network and the rest of the methods have
achieved the highest precision score in CFN network among the existing methods. Table 13 represents
the recall values of all the methods. Almost all the existing methods have dominant recall values in CFN
network. CN and JC methods have gained the highest F1 score in BDN network among existing methods
as shown in Table 14. Rest of the existing methods have presiding F1 score in CFN network. While we
find the accuracy, our proposed method provides the best value among all methods with more than 81%
as displayed in Table 15. Table 16 displays the AUC score for all the existing methods comparing with
our proposed method. Our proposed approach has outcomes that are near to the best approach in the
ZKC and Krebs’ book network. In the rest of the two networks, our proposed method outperformed the
others. Overall, the findings of this experiment show that utilising a neighbourhood vector for nodes
to analyse correlation is a reliable technique to discriminate between the test and non-existing edges of
nodes with an equal number of CN.

Bulletin of Electr Eng & Inf, Vol. 13, No. 3, June 2024: 1980–1990



Bulletin of Electr Eng & Inf ISSN: 2302-9285 ❒ 1987

Table 12. Precision values to determine future links among nodes having same number of CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.6426 0.6375 0.6364 0.7175 0.6946 0.7011 0.7286 0.6935 0.7414
2 BDN 0.6735 0.6647 0.6946 0.7137 0.7198 0.7162 0.7164 0.6375 0.7264
3 CFN 0.6375 0.6847 0.6645 0.7396 0.7267 0.7256 0.7185 0.6474 0.7729
4 KBAP 0.6646 0.6456 0.6746 0.7285 0.6934 0.7191 0.6936 0.6723 0.7273

Table 13. Recall values to determine future links among nodes having same number of CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.6845 0.6735 0.6835 0.7424 0.7025 0.7175 0.7532 0.7264 0.7836
2 BDN 0.7142 0.7243 0.7232 0.7253 0.7284 0.7436 0.7364 0.7454 0.7646
3 CFN 0.7462 0.7324 0.6845 0.7538 0.7385 0.7746 0.7465 0.7392 0.8183
4 KBAP 0.6935 0.7045 0.7153 0.7572 0.7046 0.7646 0.7274 0.7537 0.7836

Table 14. F1 score to determine future links among nodes having same number of CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.6629 0.6550 0.6591 0.7297 0.6985 0.7092 0.7407 0.7096 0.7619
2 BDN 0.6933 0.6932 0.7086 0.7195 0.7241 0.7296 0.7263 0.6872 0.7450
3 CFN 0.6876 0.7077 0.6744 0.7466 0.7326 0.7493 0.7322 0.6903 0.7950
4 KBAP 0.6787 0.6738 0.6944 0.7426 0.6990 0.7412 0.7101 0.7107 0.7544

Table 15. Accuracy values to determine future links among nodes having same number of CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.6265 0.5834 0.6275 0.7325 0.6935 0.6835 0.7185 0.6835 0.7275
2 BDN 0.6925 0.5924 0.6848 0.7593 0.7426 0.7045 0.7426 0.6635 0.8153
3 CFN 0.6745 0.6163 0.6924 0.7627 0.7285 0.7254 0.7745 0.7364 0.7835
4 KBAP 0.6835 0.6034 0.6756 0.7475 0.7026 0.7364 0.7494 0.7258 0.7513

Table 16. AUC score to determine future links among nodes having same number of CN
Sl no. Network name CN PA JC HPI RA AA SI LHN Proposed method

1 ZKC 0.6429 0.6395 0.6395 0.7113 0.6863 0.6734 0.7036 0.6627 0.6927
2 BDN 0.7374 0.7291 0.7291 0.7427 0.7167 0.6945 0.7374 0.6384 0.7728
3 CFN 0.6218 0.7862 0.7862 0.7531 0.7253 0.6924 0.7395 0.7035 0.7639
4 KBAP 0.7195 0.6748 0.6748 0.7361 0.6945 0.6718 0.7185 0.6924 0.7251

4. CONCLUSION
In social network analysis, the prediction of future linkages and the discovery of missing links have

sparked a lot of interest. It has been approached in different ways, out of which many are based on the number
of shared neighbours. The premise of this research is that the number of CN does not convey latent interactions
between nodes. As a consequence, a unique PSO-based technique was presented to account for such latent
associations, and its accuracy was compared to that of existing relevant methods, yielding higher accuracy
results. Here, we summarized briefly the advancement of connection prediction research and highlighted the
latest contributions in the field of link prediction. The important input to the connection forecast of the research
of complex networks is the thorough knowledge of structural variables that influence algorithmic efficiency.
This paper proposes a new particle swarm intelligence-based algorithm for link prediction. The results showed
good performance of the proposed approach compared with existing algorithms as shown in section. However,
the algorithm requires tuning of parameters for better performance of the algorithm. Thus we plan to make the
algorithm adaptive for automatically adjusting the parameters.
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