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 The fields of artificial intelligence (AI) and machine learning (ML) have 

attracted significant interest and investment from a diverse range of 

industries, especially during the last several years. Despite the fact that AI 

methods have been used extensively and put through extensive testing in the 

healthcare industry, the recently discovered coronavirus disease (COVID-

19) necessitates the use of these methods in order to prevent the emergence 

of the disease. The proposed system is based on six ML algorithms to predict 

COVID-19 infection as random forest (RF) algorithm, naive bayes (NB) 

algorithm, support vector machine (SVM) algorithm, decision tree (DT) 

algorithm, multi-layer perceptron (MLP), and k-nearest neighbor (KNN). It 

is based on two steps: first, we uploaded the dataset to train the model. Then, 

we test our model on those cases to work directly after making a trained 

classifier so it can directly discover with automatic COVID-19 prediction 

state of a patient suspected or not. The proposed system results showed the 

high accuracy of NB, DT, and SVM as 98.646%. Besides the better time to 

build the model and early predict the state of patients is 31 ms of the NB 

algorithm. 
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1. INTRODUCTION 

Since March 2020, a pandemic caused by the coronavirus disease (COVID-19) virus has been 

ongoing for about 2 years. In spite of the vaccination programs that are prevalent in a variety of nations, there 

is still an ongoing growth in the number of persons who are sick. Because of the many distinct forms and 

mutations that have occurred, the COVID-19 virus has become very contagious, fatal, and in some cases 

undetected [1]. This has led to an increase in the number of persons who have been infected with the virus 

[2]. 

The fields of artificial intelligence (AI) and machine learning (ML) have attracted significant 

interest and investment from a diverse range of industries, especially during the last several years [3]. Despite 

the fact that AI methods have been used extensively and put through extensive testing in the healthcare 

industry, the recently discovered COVID-19 necessitates the use of these methods in order to diagnose, 

forecast, and prevent the emergence of the disease [4]. It has been hypothesized that the use of AI methods 

would bring about a paradigm change in the field of healthcare [5], and it is possible that this would 

necessitate the application of these techniques to the ongoing COVID-19 pandemic. Improving the precision 
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of COVID-19 diagnosis is imperative to expeditiously detect affirmative cases, thereby mitigating additional 

transmissions and guaranteeing prompt medical attention for patients [6].  

ML is a subfield of AI that is concerned with the development of intelligent applications that can learn 

from data and enhance their accuracy without explicit programming [7]. Through the use of training algorithms, 

ML models can identify patterns and features in data, enabling them to make informed decisions and predictions 

based on new data [8]. The ultimate goal of ML is to achieve optimal performance in handling complex and 

dynamic real-world problems in healthcare researches side. ML algorithms typically operate through a 

structured sequence of stages, commencing with the identification and preparation of a training dataset [9]. 

The most related works in term of ML and deep learning algorithms used for COVID-19 infection 

have been discussed and overviewed as follow: 

Alakus and Turkoglu [10] using a convolutional neural network (CNN), they demonstrated a 

technique for selecting and extracting features from images for further classification. CNNs may provide 

superior accuracy over other classifiers. The efficiency and precision are tested on both a regular CPU and a 

GPU. So, we draw the conclusion that CNNs are a great choice for picture categorization. Biometric features 

might be added to this system in the future. 

Arpaci et al. [11] developed of six distinct prediction models for COVID-19 diagnosis, utilising six 

distinct classifiers, including Bayes net, logistic, instance based learner (IBk), PART algorithm, and decision tree 

(DT). The classifiers were developed using a collection of 14 clinical features. According to the findings, the CR 

meta-classifier demonstrates a notable degree of precision, particularly 84.21%, in its ability to forecast affirmative 

and negative instances of COVID-19, particularly in situations where RT-PCR kits are insufficient in verifying the 

existence of the infection. Furthermore, these results could be beneficial to countries, particularly those with 

limited resources, that encounter difficulties in obtaining RT-PCR assays and specialised facilities. 

ML techniques are provided in [12]. According to the findings of our experiments, the blood 

glucose level is the factor that has the most impact on one's ability to predict COVID-19 in this specific 

dataset. According to the findings, XGBoost has the greatest accuracy value for the case of cv, with a value 

of 92.67%, while LR has the second best accuracy value, with a value of 92.58%. On the other hand, the 

values for precision, recall, and F1 score for both XGBoost and LR are the same, at 93%. LR demonstrates 

the maximum level of testing accuracy, which is 94.06%, when the holdout technique is used with 20% of 

the testing data samples. As a result, XGBoost and LR are both viable options for predicting COVID-19. 

Ong et al. [13] utilized a deep learning neural network and a random forest (RF) classifier. They 

employed a convenience sampling technique to gather information from a cohort of 800 respondents. The 

principal aim of the investigation was to assess a range of factors, encompassing knowledge about  

COVID-19, it was found that a substantial majority of 97.32% of the participants attributed the perceived 

usefulness of COVID-19 to their understanding of the disease. Furthermore, the results indicate that the RF 

classifier achieved a precision rate of 92%, accompanied by a standard deviation of 0.00. The findings of this 

investigation suggest that a favourable association exists between possessing knowledge regarding  

COVID-19 and the perception of vulnerability to it, as well as an augmented perception of the efficacy of 

measures implemented to hinder its transmission. 

Moulaei et al. [14] aimed to assess multiple ML algorithms to predict the COVID-19 mortality rate 

based on patient data collected during their initial hospital admission. It was found that the three most 

significant predictors were dyspnea, hospitalisation in the intensive care unit, and treatment with oxygen. The 

analysis encompassed a total of 38 distinct characteristics. The study revealed that smoking, alanine 

aminotransferase, and platelet count exhibited the lowest precision in forecasting mortality due to  

COVID-19. The experimental findings indicate that the RF technique outperformed other ML algorithms in 

terms of accuracy, sensitivity, precision, and specificity, with scores of 95.03%, 90.70%, 94.23%, and 

95.10%, respectively. Additionally, the receiver operating characteristic (ROC) score was 99.02%. 

In this paper, comparing ML algorithms for predicting COVID-19 infection has been proposed. It is 

totally presented as follows: section 1 is introduction, section 2 is method, section 3 is results and discussion, 

and section 4 is conclusion. 

 

 

2. METHOD 

The system under consideration has been executed using the java eclipse programming environment. 

Java is utilized for the implementation of ML algorithms. The process comprised three primary phases, namely: 

- The initial stage involves pre-processing of data mining on the complete COVID-19 dataset to convert the 

raw data into a format that is both effective and efficient.  

- In the second stage, the pre-processed training dataset is utilized to generate value attributes.  

- Phase three involves the utilization of ML algorithms to obtain outcomes, as the stages are shown in 

Figure 1. 
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Figure 1. The proposed system model 
 
 

It is considered one of the important processes in extracting unstructured data and the task of 

converting it into a meaningful and effective format on the other jobs, alongside, it based on the useful data 

from preprocessing to evaluated with ML classifiers as it showed in Figure 2 as the main steps of data 

preprocessing. So, the main contribution of this paper is how to create an early prediction of  

COVID-19 and related diseases. The still open problem in this field which we dealt with is the accuracy to 

predict COVID-19 and the required time to build the prediction system to get accurate results. 
 

 

 
 

Figure 2. The used data mining pre-processing methods 
 

 

a. Normalization: it is done in order to scale the data values in a specified range. 

b. Attribute-feature-selection: it is very important to use attributes that are related and interrelated with each 

other and it is possible to get rid of other characteristics as it has become necessary to use a high level of 

importance of characteristics and ignore other characteristics of little importance is very important in the 

implementation process. The proposed method used a gain ratio to determine the splits and to select the 

most important features. 

c. The missing-values: this value can be exchanged for days, the reason, the maximum value, or the average 

value. In some cases, the zero value can be used for the missing values. Also, fixed values can be adopted 

as an alternative to the missing action. Within the proposed system method used as user constant value to 

replace missed value attributes in dataset records. 

d. The method employed by the proposed system for converting nominal attribute values into binary states 

was nominal to binary. The present methodology involves the utilization of a system that operates by 

converting nominal attributes (i.e. string values) within the COVID-19 dataset into binary data, 

represented as (0, 1). This approach is deemed optimal for use in the proposed ML algorithm, as it serves 

to enhance the accuracy of prediction. 

e. Nominal to numeric: the nominal to binary method was utilized by the proposed system to transform 

nominal attribute values into binary states. The current approach entails the utilization of a system that 

functions by transforming nominal attributes, specifically string values, present in the COVID-19 dataset 
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into binary data, which is denoted as (0, 1). The aforementioned methodology is considered to be the 

most advantageous for implementation in the proposed ML algorithm, as it effectively improves the 

precision of forecasting. In this work, the method is used to convert string values in dataset attributes such 

as ever_married, smoking_status, and residence_type attributes. 

f. Numeric to nominal: previously, it was utilized to transform numerical data into categorical data. In this 

work, the used method applied to class values to deal with them as nominal values through classify the 

class state as patient_test_status (class 1) with COVID-19 and non-COVID-19 (class 0). 

Furthermore, when gathering the healthcare dataset pertaining to COVID-19, it is observed that the 

data comprises both categorical and numeric variables. As ML algorithms are designed to comprehend 

numeric data, it is recommended to transform the categorical data into numeric data through techniques such 

as label encoder or one hot encoding.  

The label encoder technique, which falls under data mining transformation techniques, involves the 

conversion of categorical data into numeric data. The process involves the conversion of ascending numerical 

values into a numeric data range of 0 to n-1. Besides, Table 1 showed the used data preprocessing methods 

for each attribute in the COVID-19 dataset. 
 

 

Table 1. The present study aims to elucidate the data mining methodology employed for each attribute in the 

COVID-19 dataset 
Column name Type Value Data mining (pre-processing) 

Gender String [Male female] Transformation (nominal to binary) 

Age Double [0.08] – [82] Attribute-feature selection (gainratio) 

Hypertension integer [0 1] Normalization (min/max) 
heart_disease integer [0 1] Normalization (min/max) 

ever_married String [Yes no] Transformation (nominal to binary) 

Patient_test_clinical integer [0 1] Normalization (min/max) 
Residence_type String [Urban rural] Transformation (nominal to binary) 

O2 String  [Yes, no] Transformation (nominal to binary) 

smoking_status String [formerly smoked, never 
smoked, smokes, unknown] 

Transformation (nominal to numeric), cleaning 
replace missing value (user constant) 

Patient_test_status Integer  [0 1] Transformation (numeric to nominal) 

 
 

The study utilized a series of assessment scales that were founded on the confusion matrix 

framework [15]. Specifically, a set of equations with distinct nomenclature were employed, as exemplified in 

(1) through (6) [16]. 

- Precision: the metric being referred to is the ratio of true positives (TP) to the sum of true positives and 

false positives (TP+FP), commonly known as the TP rate or precision. The computation was performed 

using (1) [17]. 
 

Precision =
TP

TP+FP
 (1) 

 

- Accuracy: the accuracy of a prediction model is determined by dividing the number of correct predictions 

by the total number of predictions. The calculation was performed using (2) [18]: 
 

Accuracy =
TP + TN

TP+TN+FP + FN 
 (2) 

 

- Recall: the aforementioned expression denotes the ratio of true positives to the sum of true positives and 

false negatives. The computation of this metric can be derived from (3) as stated in [19]. 
 

Recall =
TP

TP+FN
 (3) 

 

- Detection rate (DR): it is the proportion of correctly identified positive (anomaly) instances [20], it is 

calculated by dividing the number of true positive instances by the total number of actual positive 

instances [21]. The computation of this metric is feasible by utilising (4) [22]: 
 

DR =
TP

TP+ FN 
 (4) 

 

- False alert rate (FAR): the metric denotes the ratio of negative predictions that are erroneously classified 

as positive (anomalies) [23]. A lower value is considered to be more desirable. The computation of this 

metric can be derived from (5) [24]: 
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FAR =
FP

FP+ TN 
 (5) 

 

- Error rate (ERR): the operational definition of "accuracy" can be expressed as the proportion of incorrect 

predictions to the overall number of predictions conducted on a specific dataset, as depicted in (6) [25]: 
 

ERR =
b+c

a+ b+c+d 
 (6) 

 

 

3. RESULTS AND DISCUSSION 

The system under consideration is predicated on three distinct case studies that utilise ML, as 

illustrated in Figure 3. The utilized system was established within a framework that adhered to the specifications 

outlined in Table 2. The proposed system is based on the 1st case study on data mining (preprocessing) which is 

evaluated with ML classifiers with the maximum accuracy and minimum time required to build the system. The 

results show the decision tree (DT), support vector machine (SVM), and naive bayes (NB) algorithms are the 

best classifiers in the proposed system. Table 3 showed the used features of the dataset. 

 

 

 
 

Figure 3. The used ML algorithms 

 

 

Table 2. The environmental requirements for the system under consideration 
Operating systems Windows 7 

CPU Core (TM) I5-3630 

RAM 4.00 GB 

Implementation tools Java, eclipse IDE for java EE developers luna SR2 v4.9 

 

 

Table 3. The COVID-19 dataset contains a specific quantity of records and associated attributes 
COVID-19 dataset features 

Number of data instances 2585 
Number of data attributes 10 

 

 

Besides, the main accuracy details of the proposed case study using data mining/ML on the  

COVID-19 dataset DT is the high accuracy of 98.646%, and the time to build model is 250 ms, while NB is 

the same accuracy as DT but the time take to build model is 31 ms. Besides, K-nearest neighbor (KNN) is a 

low result accuracy at 96.325%, and the time take to build the model is 5 ms. Table 4 presents the precision 

and temporal specifics, along with the confusion matrix assessed metrics such as FPR and FNR, for the 

COVID-19 data instance. Table 5 presents the results of correctly classified with incorrectly classified 

instances of the proposed data mining (preprocessing) with the highly accurate ML algorithms (DT, SVM, 

and NB) on the testing dataset used (COVID-19 dataset). 

 

 

Table 4. The results of ML for COVID-19 data analysis 

Item Method name Accuracy (%) 
Confusion matrix 

Time (ms) 
False positive rate False negative rate 

1 DT  98.646 7 0 250 
2 SVM  98.646 7 0 499 

3 RF  98.4526 6 2 655 

4 NB 98.646 7 0 31 
5 Multi-layer perceptron (MLP) neural 98.4526 7 1 9033 

6 KNN 96.325 6 13 5 
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Table 5. Correctly/incorrectly classified testing instances of the data preprocessing 
ML algorithm Correctly classified Incorrectly classified 

DT 510=98.646% 7=1.354% 
SVM 510=98.646% 7=1.354% 

RF 509=98.4526% 8=1.5474% 

NB 510=98.646% 7=1.354% 
MLP neural 509=98.4526% 8=1.5474% 

KNN 498=96.325% 19=3.675% 

 

 

Furthermore, the evaluation criteria used in the proposed system as mean absolute error (MAE), root 

mean squared error (RMSE), and ERR shown in Table 6 and Figure 4 show the prediction of the evaluation 

criteria of the proposed algorithms, the SVM as 0.0135 almost lower the MAE value, so it is the better 

compared with others. DT results of the RMSE statistic are lower as the better 0.1157 compared with other 

algorithms. DT, SVM, and NB results of ERR were better for these algorithms. 
 

 

Table 6. MAE and RMSE for the COVID-19 ML 

Evaluation criteria 
Predication 

DT SVM RF NB MLP KNN 

MAE 0.0309 0.0135 0.0317 0.0415 0.02827 0.0372 

RMSE 0.1157 0.1164 0.1269 0.1215 0.09142 0.1916 

ERR 0.01353 0.01353 0.01547 0.01353 0.01547 0.03675 

 

 

 
 

Figure 4. The main evaluation parameters MAE, RMSE for the COVID-19 dataset analysis 

 

 

In addition, the proposed system includes various evaluation classifiers, as outlined in Table 7, 

which are based on six distinct ML classifiers. These classifiers have been implemented for both normal 

cases without COVID-19 (class 0) and cases with COVID-19 (class 1), as illustrated in Figure 4 of the 

COVID-19 case based on confusion matrix values. DT, SVM, and NB precision as 0.98646 can be seen as a 

measure of high quality to return more relevant results than irrelevant ones and recall as a measure of 

quantity. In addition, Figure 5 is showed precision, recall, F-measure, DR, and FAR of the proposed 

machine-learning algorithms. Furthermore, the case studies demonstrate that the proposed system yields 

superior accuracy, particularly in the context of NB, DT, and SVM, where the accuracy rate reaches 

98.646%, as it showed in Table 8. 

 

 

Table 7. Using ML for massive data analysis: a COVID-19 presence evaluation 

Evaluation parameters 
ML algorithms 

DT SVM RF NB MLP KNN 

Precision 0.98646 0.98646 0.98452 0.98646 0.98452 0.96325 

DR 1.0 1.0 0.99607 1.0 0.99803 0.97450 
FAR 1.0 1.0 0.85714 1.0 1 0.85714 

TP rate 510 510 508 510 509 497 

TN rate 0 0 1 0 0 1 
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Figure 5. Precision, recall, F-measure, DR and FAR of the proposed ML algorithms 

 

 

Table 8. The results of COVID-19 dataset analysis with the compared systems 
Ref Year AI technique Accuracy (%) 

[10] 2020 CNN-LSTM 92.30 

[11] 2021 Logistic regression with CR classifier  84.21 

[12] 2021 Logistic regression and XGBoost 94 and 92 

[13] 2022 Neural network and RF 97.32 and 92 

[14] 2022 RF 95.03 
Proposed-system  NB, DT, and SVM 98.646 

 

 

4. CONCLUSION 

The COVID‑19 hospitalized patients are always at risk of death. ML algorithms can be used as a 

potential solution for predicting mortality in COVID‑19 hospitalized patients. It used ML to create a fast 

detection system like a real-time detection warning system to identify those who are suspected. The pre-

trained algorithms to classify the dataset contents. We cleaned the dataset with preprocessing methods by 

removing duplicates and normalized the attributes to increase the model's accuracy; in addition to 

preprocessing our data, the data set was loaded from the folder as input to the system model. The data has 

been tested on COVID-19 patients utilizing 10 independent variables. The classification scheme utilized in 

the present study involves two distinct categories: class 0, which denotes the absence of COVID-19 in 

patients, and class 1, which signifies the presence of COVID-19 in patients. Next, we were able to improve 

the model's accuracy by preprocessing the data set with the used data mining pre-processing methods. The 

future research direction is to detect COVID-19 from chest x-ray images through the application of transfer 

learning techniques using ResNet50, ResNet101, DenseNet121, DenseNet169, and InceptionV3 models. 
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