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 Light detection and ranging (LiDAR) is a high-accuracy data source for 

geospatial providers that is displayed in two dimensions (2D) or three 

dimensions (3D). It is used to measure the distances or 2D or 3D maps of the 

environment. This study examines a random sample consensus (RANSAC)-

based room mapping approach utilizing LiDAR. The RANSAC is used to 

achieve line fitting as a solution to acquire missing or incomplete point cloud 

data during the process of room scanning. The maximum x-y distance is 

proposed to achieve a proper model to fix the missing line during the LiDAR 

scanning process. Data retrieval uses ground-based LiDAR located in the 

middle of a certain room with the dimension of 5.76×4.95 m2. To explore a 

room mapping, a 2D LiDAR YDLIDAR G4 with an operating frequency of 

7 Hz is used. The derived raw data is then visualized with MATLAB. The 

results show that the RANSAC can perform line-fitting for missing or 

illegible LiDAR point cloud data during the scanning process due to 

reflection or obstacles. The increase in the amount of data used is then 

directly proportional to the probability of the number of correct models. 

Keywords: 

Light detection and ranging 

Line-fitting 

Point cloud 

RANSAC 

Room mapping 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Nasrullah Armi 

National Research and Innovation Agency (BRIN), Research Center for Telecommunication 

Sangkuriang Dago Road, Bandung, Indonesia 

Email: nasr004@brin.go.id 

 

 

1. INTRODUCTION 

Recently, the need for geospatial information has increased. Geospatial information relates to 

geographical location, spatial dimension and the characteristics of natural objects. In addition, geospatial 

information plays an important role in remote sensing technologies such as spatial planning, mapping (i.e., 

forest, land, and urban planning), disaster mitigation and assistance tools for autonomous vehicles. Light 

detection and ranging (LiDAR) is one technology for remote sensing applications. It offers high precision 

geospatial data and displays in the form of 2D or 3D dimensions. LiDAR can be mounted on the ground, 

airborne, space borne, or submarine [1]-[7]. 

While geospatial data is obtained with high precision, during the scanning process, LiDAR is often 

miss-detected. This definitely leads to an error in object or space visualization. Water as a non-reflected 

object, glass as an object with imperfect reflection, and object position with a LiDAR signal out of range are 

some causes of LiDAR miss-detection. A space with a lot of glass barriers can definitely not be well mapped. 

In previous works, some methods have been proposed to optimize the processing of LiDAR data. 

Region Growth, 3D Hough Transform, and random sample consensus (RANSAC) are the 3 popular LiDAR 
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data processing methods. However, Tarsha-Kurdi et al. [8] claim that RANSAC is more efficient in the case 

of LiDAR point cloud processing time and sensitivity. The RANSAC is then used for LiDAR applications 

[9]-[12]. 

LiDAR based area mapping was studied [13]-[20]. Using object-based image analysis and the 

support vector machine, mapping on a mangrove forest using LiDAR data was investigated in [21], [22]. 

Currently, LiDAR is used for autonomous vehicle applications [23]-[28]. The use of LiDAR benefits to avoid 

obstacles and navigation for driving. LiDAR is used for real-time detection of road boundaries as well. It is 

critical for autonomous vehicle applications such as vehicle localization, path planning, and environmental 

understanding. By embedding LiDAR sensors in autonomous vehicles, it is possible to build multi-object 

tracking. 

Regarding the above-mentioned literature surveys, the RANSAC works primarily on airborne 

LiDAR. However, the RANSAC is also used to segment building roof planes. The used method for detection 

is affected by local structures such as trees and antennas. The RANSAC based detection algorithm was 

proposed in [29]. The proposed algorithm with 2D LiDAR data was used to detect road edge under structured 

and semi-structured road environment. Furthermore, Satyawan et al. [30] introduced the RANSAC for 

estimating room mapping using point cloud 2D. However, it excludes the achieved outlier data and only uses 

inlier data to estimate a room. This paper investigates the RANSAC for estimating room mapping and shape 

using outlier data. This information is used to replace the missing line. This paper is divided into four 

sections. The first section provides background information and related works, followed by a description of 

the work contribution. The second section describes the method and experiment. The third section discusses 

the outcome and the process of compiling the room mapping. Finally, in the fourth section, the work is 

concluded. 

 

 

2. METHOD 

This section discusses the LiDAR experiment and the data processing software. The computer 

specification used is AMD A10-9600P Radeon R5, 10 Computer Cores 4 C+6 G 2.40 GHz, 8 GB of RAM 

with MATLAB R2018b installed. The diagram block for the experiment is described in Figure 1. It is 

constructed by LiDAR equipment for the scanning process and computing equipment as a data processing 

tool. The speed of LiDAR rotation is affected by the setup of the frequency. By using MATLAB as data 

processing tool, distance and elevation data are converted into x and y coordinates. This converted data is 

then visualized in a room map. The RANSAC method is applied to reconstruct the missing detected object 

using line fitting. 
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Figure 1. LiDAR block diagram 

 

 

As mentioned in the YDLIDAR G4 2D specification, the frequency of the LiDAR motor used is  

7 Hz. This frequency must be adjusted prior to the scanning process. When the data is derived during the 

scanning process, the software converts the data into x and y coordinates and the calculation (1) and (2): 

 

𝑥 =  𝑑 ×  cos(𝜃_𝑟𝑎𝑑 ) (1) 

 

𝑦 =  𝑑 × 𝑠𝑖𝑛(𝜃𝑟𝑎𝑑) (2) 

 

then, the processing tool visualizes the converted data and optimize it using RANSAC method. 

LiDAR block diagram has transmitter and receiver. The transmitter generates laser pulse to shoot 

into objects. When the objects reflect the pulse, receiver calculates travel time to derive the distance between 

objects and LiDAR. The experiment is conducted in a room with a dimension of less than 16 m2. In 
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comparison, we measure the room manually. LiDAR is located in the middle of the room, as shown in  

Figure 2. 

LiDAR is connected to a USB Type-C or PH2.0-5P PC as an interface slot. To activate LiDAR 

communication, one slot must be selected. USB Type-C is used for data communication and power systems. 

The PH2.0-5P slot is used for power supply and data communication. 

LiDAR rotates 3,600 automatically and hits objects (obstacles) inside a room. The derived data are 

distance (mm) and angle reference (degree). The data is converted into a co-ordinate and processed by 

MATLAB using the RANSAC method to obtain a 2D room map. Visualization of LiDAR data is performed 

twice, using angle data with the degree unit and data with radian converted. The radian converted data is then 

divided into 4 groups based on x and y axis. 

The experiment is carried out in two steps, using developed and undeveloped methods. The results 

of undeveloped method is used as reference for improvement. The process of grouping data as a part of 

LiDAR data processing is conducted twice. First, grouping based on x and y axis location as main data 

group. Then, grouping based on median of main data group. Grouping based on median is used due to its less 

sensitivity to the presence of outlier. This reason fits to the characteristics of RANSAC method. Grouping 

data based on median is conducted repeatedly until the data requirements fulfilled. 

This experiment uses MATLAB as a tool to process the data. The RANSAC method is implemented 

after the LiDAR data has been visualized. The number of samples is determined prior to implementation. 

This experiment takes two samples that meets the minimum requirements to form a line. If a number of data 

is less than the number of samples, the method cannot be used. If the number of data matches and exceeds the 

sample size, two data is selected randomly. Then, the number of outliers and inliers is calculated. If the 

number of inliers exceeds the specified threshold, the identified inliers is then used to create a new model, 

while the outliers is ignored. If it does not exceed the threshold, the random selection of two pieces of data is 

then repeated by taking into account the number of iterations. If the maximum number of iterations is 1,000, 

the RANSAC method is no longer used.  

Furthermore, the parameters used in this experiment are as follows: 

− Angle: the angle data used in this experiment is the result of reading LiDAR data in degrees. This angular 

data is converted into radians which is used to calculate the x and y coordinates. 

− Distance: the distance data used is the result of LiDAR readings in millimetres. The distance data is 

combined with the angle data to determine the x and y coordinates. 

− Median: the median is used to divide the main group into smaller groups. This is taken to improve the 

RANSAC method's results. 

− Number of samples: since these samples are used for line-fitting, the total number of samples used in this 

experiment is two from the total results. The RANSAC method in MATLAB allows for a maximum of 

100 samples to be used. 

− Maximum distance: this parameter is related to the threshold used to identify outliers and determine 

whether data falls into the inlier category. After repeating the experiment several times, the value of this 

parameter can be adjusted, and the mini-mum value is 2. It should be noted that increasing the value of 

this parameter speeds up the algorithm but reduces the accuracy of the results. 

− Probability: in this experiment, the probability that the selected sample is 99% inlier according to the 

default in MATLAB. With high probability, the algorithm is most likely more stable, but the processing 

time becomes longer. 

We use the RANSAC method to reconstruct missing point cloud data during the LiDAR scanning 

process by line-fitting the room map generated after processing LiDAR. Line-fitting is expected to project the 

missing room edge data with a line. LiDAR is in a static position and is placed in the middle of a  

5.76×4.95 m2 room to retrieve data. Figure 3(a) shows data retrieval using a YDLIDAR G4 with a motor 

frequency of 7 Hz. The room where the data is collected is not empty, and there are several objects that is 

able to alter the room's original shape. Figure 3(b) shows the area of the room affected by LiDAR scanning, 

where x represents the position of the LiDAR in the center of the room and the red line represents the area of 

the room exposed to the scanning. The number of data obtained is 1,773 for a single retrieval. Figure 4 shows 

LiDAR data. 

After the data is collected, it is plotted to visualize the shape of the room by exploiting original angle 

and distance data. Then, the plotting results is analyzed to determine the location or position as well as the 

number of line-fittings required. The data is divided into several groups prior to implementing the method. 

The data is processed with two steps using the RANSAC method. The first step is undeveloped method, 

while the second step is developed method. 
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(a) (b) 

 

Figure 3. Experiment of room mapping using LiDAR; 

(a) YDLIDAR G4 and (b) a room for data retrieval 
 

 

 
  

Figure 2. Experiment space for data retrieval Figure 4. LiDAR data 
 

 

3. RESULTS AND DISCUSSION 

LiDAR data is visualized by plotting the x and y points obtained by solving (1) and (2). The visualization 

results shown in Figure 5 which are taken from YDLIDAR G4 software. Figure 6(a) shows the visualization of 

LiDAR data with MATLAB by calculating the x and y points using angle data in degrees and distances. In Figure 

6(b), LiDAR data is visualized by calculating the x and y points using angle data that is converted into radians and 

distances. The RANSAC method is used to reconstruct the missing parts of the room map using line-fitting. 
 

 

 
 

Figure 5. Visualization of LiDAR data using YDLIDAR software 
 

 

  
(a) (b) 

 

Figure 6. Visualization of LiDAR data with x and y axes show the distance between detected points and 

LiDAR position in mm; (a) in degree unit and (b) in radian unit 
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Data grouping is performed to reconstruct missing data on the room map with line-fitting. The 

results is illustrated in Figure 7. Label A shows the results without ignoring the point (0,0), whereas label B 

shows the results with ignoring the point (0,0). The point (0,0) in Figure 7(a) affects identification process for 

RANSAC's inlier. RANSAC is able to identify the inlier in Figure 7(b), but the line-fitting position is 

insufficient. Based on the results, it is concluded that the results with ignoring the point (0,0) in Figure 7(b) 

are closer to the expected result than Figure 7(a). Hence, data is grouped by ignoring the point (0,0). 

 

 

  
(a) (b) 

 

Figure 7. RANSAC method with ungrouped data. The x and y axes show the distance between detected 

points and LiDAR position in mm; (a) affects identification process for RANSAC's inlier and (b) RANSAC 

is able to identify the inlier 

 

 

As shown in Figure 8, LiDAR data is classified into four major groups based on their location on the x- 

and y-axes. The first group is on the negative x and positive y axes, the second group is on the positive x and 

positive y axes, the third group is on the negative x and y axes, and the fourth group is on the positive x and 

negative y axes. In addition, the methods are used to determine whether grouped data is still necessary. The 

methods used in the first, third, and fourth groups are shown in Figure 9. The inlier is clearly identified after 

implementation, but the line-fitting position remains insufficient. To address this issue, data is then divided into 

smaller groups. The second group is not required, since the gaps between the data are not parallel as shown in 

Figure 10. These gaps are caused by objects blocking the walls rather than data loss. If the method is used, it has 

the potential to change the dimensions of a room, as illustrated in Figures 11(a) and (b). The derived results 

concluded that the RANSAC method used in this experiment is ineffective when applied to a room with many 

objects blocking the walls. 

 

 

 

 

Figure 8. Visualization of LiDAR data after data grouping. The x and y axes show the distance between 

detected points and LiDAR position in mm 
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Figure 9. The groups 1, 2, and 3 with implementation of RANSAC method. The x and y axes show the 

distance between detected points and LiDAR position in mm 

 

 

The RANSAC method is able to generate multiple models. However, if only one model is matched, 

the results in some cases is similar. The best model is then selected from among these based on a number of 

parameters, such as the model with the most outliers (undeveloped RANSAC method). 

 

 

 
 

Figure 10. Data gap in group 2. The x and y axes show the distance between detected points and LiDAR 

position in mm 

 

 

To achieve satisfactory results, the first data group requires two sub-groups with one line-fitting, the 

third data group requires ten sub-groups with two line-fittings, and the fourth data group requires six sub-groups 

with one line-fitting. The first group results six models as shown in Figure 12 (in Appendix). In the third group, 

GROUP 1 GROUP 3 

GROUP 4 
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the method is applied twice. The first implementation results the two models as shown in Figure 13. The second 

implementation results one model as shown in Figure 14. Implementation in the fourth group results two models 

as shown in Figures 15(a) and (b). The RANSAC method is implemented to each group. 
 

 

  
(a) (b) 

  

Figure 11. RANSAC method implementation in group 2. The x and y axes show the distance between 

detected points and LiDAR position in mm; (a) only one group involved (b) two groups are involved 

 

 

  
(a) (b) 

 

Figure 13. Implementation of undeveloped RANSAC method (group 3a). The x and y axes show the distance 

between detected points and LiDAR position in mm; (a) the first model and (b) the second model 

 

 

 

 

Figure 14. Implementation of undeveloped RANSAC method (group 3b). The x and y axes show the distance 

between detected points and LiDAR position in mm 
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(a) (b) 

 

Figure 15. Implementation of undeveloped RANSAC method (group 4). The x and y axes show the distance 

between detected points and LiDAR position in mm; (a) the first model and (b) the second model 

 

 

There are several data groups that have more than one RANSAC model based on the results of using the 

undeveloped method. One method for selecting the best model is to consider the number of outliers. The model 

with the greatest number of inliers must be selected. However, this experiment proposes selecting a model based 

on the maximum distance parameter between the x and y points that form the line (developed RANSAC method). 

The experiment executes 10, 100, and 1,000 times. The RANSAC method has a maximum default number of 

iterations of 1,000. The RANSAC model's stability is proportional to the number of iterations. 

The results with developed method are more stable. However, the processing time is longer than the 

use of undeveloped method. The use of undeveloped method requires the processing time for each group is 

approximately 8-10 seconds while developed method requires approximately 10-20 seconds for 10 iterations, 

30-60 seconds for 100 iterations, and 640-1,200 seconds for 1,000 iterations. Figure 16 shows the results with 

developed method. The results of this experiment show that line-fitting to reconstruct lost data using the 

RANSAC method on a room map is possible. The RANSAC method's implementation is limited to 

reconstructing the edges of the room that are not readable during the scanning process. This method is 

unsuitable for reconstructing a room with numerous obstacles. The data processing time required for the 

undeveloped method is approximately 8-10 seconds, whereas the processing time with developed method is 

approximately 10-20 seconds for 10 iterations, 30-60 seconds for 100 iterations, and 640-1,200 seconds or 

approximately 10-20 minutes for 1,000 iterations for the entire group.  
 
 

 

 
 

Figure 16. Implementation of developed RANSAC method. The x and y axes show the distance between 

detected points and LiDAR position in mm 

Results of RANSAC application 
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Figure 17 shows a graph for the number of iterations against data processing time, with the 

horizontal axis representing the number of iterations and the vertical axis representing the data processing 

time in seconds. According to the graph, the number of iterations is directly proportional to the data 

processing time, which means that as the number of iterations increases, the data processing time required 

increases.  

 

 

 
 

Figure 17. Processing time as a function of number of iteration 

 

 

Furthermore, the best model in each group is selected based on the maximum distance. The distance 

data for each iteration (10, 100, and 1,000 times) for each group is formed as a graph for comparison in order 

to determine the maximum distance between x and y points. The horizontal axis represents the number of 

iterations, while the vertical axis is the x and y distance (mm). Figure 18 shows the distance data for group 1 

after 10 iterations, Figure 19 shows the distance data after 100 iterations, and Figure 20 shows the distance 

data after 1,000 iterations. The distance graph shows a maximum distance of 1843.594413 mm for iterations 

of 10 times, and a maximum distance of 2468.192472 mm for iterations of 100 and 1,000 times. Based on 

these findings, it is concluded that the best model in Group 1 can be determined with between 100 and 1,000 

iterations. Figures 21 to 23 show the x-y distance graph for group 3 with 10 iterations, 100 iterations, and 

1,000 iterations, respectively. The maximum x-y distance for iterations of 10, 100, or 1,000 times in group 3a 

and 3b are 1073.965074 mm and 926.6370847 mm, respectively. 

 

 

  
  

Figure 18. x-y distance with 10 iterations for group 1 Figure 19. x-y distance with 100 iterations for group 1 

 

 

 

  
  

Figure 20. The x-y distance with 1,000 iterations 

for group 1 

Figure 21. The x-y distance with 10 iterations for 

group 3 
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Figure 22. The x-y distance with 100 iterations for 

group 3 

Figure 23. The x-y distance with 1,000 iterations for 

group 3 

 

 

Figures 24 to 26 show the x-y distance graph for group 4 with 10 iterations, 100 iterations, and 

1,000 iterations, respectively. The maximum distance in group 4 is 1379.93938 mm for 10 iterations, and 

1380.827009 mm for 100 and 1,000 iterations. According to the results, the x-y distance with 10 iterations 

results unstable model. The model is more stable when iterations are performed more frequently, but it needs 

more processing time. Furthermore, the room map visualization is improved after implementing the 

RANSAC method with higher iteration process. 

 

 

  
  

Figure 24. The x-y distance with 10 iterations for 

group 4 

Figure 25. The x-y distance with 100 iterations for 

group 4 

 

 

 
 

Figure 26. x-y distance t with 1,000 iterations for group 4 

 

 

4. CONCLUSION 

Room mapping with LiDAR has been studied. The adoption of the RANSAC approach for line-

fitting is considered a solution to the problem of missing or illegible LiDAR point cloud data during the 

scanning process owing to reflection or impediments. The number of data used has an impact on the number 

of RANSAC models produced. The likelihood that there will be more appropriate models increases in direct 

proportion to the volume of data used. Additionally, the RANSAC method permits the random selection of 
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sample points for many models, hence altering the obtained findings. One option for choosing an appropriate 

model in room mapping is the established RANSAC approach, which is a suggested strategy for determining 

the maximum x-y distance. Moreover, the required model may be obtained by increasing the number of 

repetitions. But the processing time goes up. With 100 and 1,000 iterations, the greatest x-y distance can be 

found. 

 

 

APPENDIX 

 

 

 

Figure 12. Implementation of undeveloped RANSAC method (group 1). The x and y axes show the distance 

between detected points and LiDAR position in mm 
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