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Social media has become a vital part of most modern human personal life.
Twitter is one of the social media that was formed from the development of
communication technology. A lot of social media gives users the freedom to
express themselves. This facility is misused by users, so hate speech is spread.
Designing a system to detect hate speech intelligently is needed. This study
uses the hybrid deep learning (HDL) and solo deep learning (SDL) approach
with the convolutional neural networks (CNN) and bidirectional gated
recurrent unit (Bi-GRU) algorithm. There are 4 models built, namely CNN,
Bi-GRU, CNN+Bi-GRU, and Bi-GRU+CNN. Term frequency-inverse
document frequency (TF-1DF) is used for feature extraction, which is to get
linguistic features to be analyzed and studied. FastText is used to perform
feature expansion to minimize mismatched vocabulary. Four scenarios are
run. CNN with an accuracy of 87.63%, Bi-GRU produces an accuracy of
87.46%, CNN+Bi-GRU provides an accuracy of 87.47% and Bi-GRU+CNN

provides an accuracy of 87.34%. The ability of this approach to understand
the context is qualified. HDL outperforms SDL in terms of n-gram type, where
HDL can understand sentences broken down by hybrid n-gram types, namely
Unigram-Bigram-Trigram which is a complex n-gram hybrid.
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1. INTRODUCTION

Social media technology has revolutionized the landscape of both personal and professional
communication, and social media platforms are now an almost vital part of most modern human personal lives
[1]. Twitter is one of the social media platforms that is widely used by modern people. Twitter offers a medium
for all individuals to express themselves freely and opens a place to hear various kinds of expressions and
voices that are spread by many people. Ease of access must be followed by online responsibility and the ability
to understand existing regulations to create a clean social media environment. These problems are difficult to
handle because it is difficult to manage the activities carried out by the user. It is the responsibility of each
individual. We must create a safer place for social media environments and avoid the spread of hate speech. A
challenging problem that arises in this domain is crucial and requires considerable efforts to improve online
responsibility and balance freedom of expression. A highly accurate hate speech detection system should be
implemented as soon as possible.

To overcome this problem, some approaches have been made to detect hate speech [2]-[8]. A recent
idea in the development of a hate speech detection system is to utilize hybrid deep learning and feature
expansion to reduce word mismatches in datasets. However, in previous research, they still used conventional
machine learning and solo deep learning in hate speech detection [9], [10]. As far as we know, there is still less
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research on hate speech detection that utilizes hybrid deep learning and feature expansion. Hybrid deep learning
itself is a combination of two or more different deep learning methods and is very useful for training large
amounts of data. Deep learning aims to mimic the human brain’s ability to create and maintain representations
of its environment that predict possible outcomes based on user data, allowing machines to display behavior
learned from experience rather than human interaction [11]. Semantic vectors contain many linguistic features
that may have features in common with one another. Feature expansion is one of the new methods to reduce
vocabulary mismatches that happen in the semantic vector by identifying missing words and replacing them
with semantically similar words [12].

Research on hate speech carried out by Melton et al. [13] proposed a combination of deep learning
approaches with three different datasets. One of the exciting parts of their study is implementing an ensemble
that combines convolutional neural networks (CNN), recurrent neural network (RNN), combination FC. What
they don’t realize is the use of pre-trained models, namely CommonCrawl and Wiki, in extraction using
FastText or GloVe. The pre-trained model used is not specific for hate speech detection and, of course, consists
of many languages, and the study was overly optimistic. Attention mechanisms and deep learning were used
in research [14]. The author in this study uses hybrid ensemble deep learning with CNN and bidirectional gated
recurrent unit (Bi-GRU). This is unique because they built a binary classification voting system. The author
stated that the voting system and the addition of an attention mechanism to the hybrid layer had a major effect
on increasing the accuracy of the model. The attention mechanism certainly has drawbacks in terms of
computer complexity and calculations, but these deficiencies are covered by its many advantages, such as
making it easier for the model to recognize slugs and slang terms in hate speech. Hybrid deep learning
approaches were used in research carried out by Elzayady et al. [15]. Their research developed an automated
method based on personality literature to identify Arabic hate speech, and they state that their research is the
first in this regard.

Several studies have also been conducted on feature expansion [16]-[19]. In one of the studies on hate
speech detection [18], GloVe was utilized for feature expansion. The classification still uses machine learning,
namely, logistic regression (LR), random forest (RF), and artificial neural network (ANN). The result shows
that feature expansion with a combination of term frequency-inverse document frequency (TF-IDF) and corpus
tweets built on GloVe provides an average accuracy value of 88.59%. Feature expansions were used by
Ghozali et al. [20] for the detection of hate speech in Indonesian languages. Their concept of feature expansion
is to find synonymous words and add all the synonymous words that they find to the features. The lack of
concepts carried out by this author has an impact on computer calculations and the complexity of the
algorithms. The addition of another feature causes the current features to become more numerous and
uncontrollable, which places a burden on the model. It is important to exercise proper feature selection and
consider the trade-off between model complexity and performance. Feature expansion is a challenge and one
way to select features. The selection of the correct algorithms and techniques is very necessary for improving
the concept of feature expansion.

This study proposes an approach to detect hate speech using a deep learning approach with feature
expansion to leverage linguistic richness. Bi-GRU and CNN are two deep learning methods used in this study.
In general, we use deep learning and hybrid approaches as in previous studies, but we added a feature expansion
that has a different concept from [20] and a comparison between solo deep learning (SDL) and hybrid deep
learning (HDL). Our concept is that feature expansion is carried out in a semantic vector to replace missing
words with semantically similar words using the help of a self-made corpus using FastText. In summary, the
contribution of this paper is as follows: i) comparison between solo deep learning and hybrid deep learning in
terms of understanding hate speech more comprehensively; ii) presentation of our feature expansion algorithm
concept, which is performed in semantic vector to detect hate speech to minimize computer calculations and
the complexity of algorithms; and iii) successfully implementing a good model without overfitting. This
approach would represent a breakthrough in hate speech detection. To achieve our research target, this study
takes several steps. Building a baseline, or basic model, is the first step in achieving our target. The baseline
model is then used as a benchmark model for the next step, in which there are steps for feature expansion and
the application of various types of n-grams with TF-IDF and dropout.

The subsequent section of this study is section 2, which will delve into the methodology employed in
this research. Section 3 will encompass the findings and discussion of this study. Lastly, section 4 comprises
the conclusion, recommendations, and prospects for future research endeavors aimed at enhancing the accuracy
of hate speech detection.

2. METHOD
The construction of this hate speech detection system started with crawling or retrieving data from
Twitter’s social media. After crawling, the data obtained is labeled manually and then enters the pre-processing
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process. Feature extraction is carried out after all previous processes have been carried out using the n-gram
and TF-IDF methods. The results of feature extraction can be used for feature expansion or directly entered
into the data split process. Before carrying out the feature expansion, the extraction results should be boolean
vectors, which will then be transformed into TF-IDF. The classification uses several deep learning and hybrid
deep learning methods, which are described in Figure 1.

DATA CRAWLING DATASET LABELLING PRE-PROCESSING

FEATURE FEATURE FEATURE EXTRACTION
SPLIT DATA EXPANSION EXTRACTION (N-Gram,
RESULTS TF.IDF)

l l SIMILARITY CORPUS BUILDING
CORPUS WITH FASTTEXT
DATA TRAIN

DATATEST

CLASSIFICATION WITH
E Bg“RNU CLASSIFICATION EVALUATION WITH
3. CNN-BiGRU MODEL CONFUSION MATRIX
4. BIGRU-CNN

Figure 1. Proposed hate speech detection system

2.1. Data acquisition

Data acquisition, or crawling, is done on Twitter through the application programming interface (API)
provided by Twitter. Retrieval of Indonesian-language tweets in a free-language style. Distribution of the topics
described in Table 1.

Table 1. Distribution of crawled data

No Topic Quantity
1  Police 12,579
2 Religion 15,337
3 Politic 10,055
4 Sexual orientation 10,150
5 Covid-19 10,034
6 Race 2,500
7 Explicit words 3,329

This study uses a dataset consisting of 63,984 Indonesian-language tweets. Our research utilizes
binary classification, with hate speech (HS) and non-hate speech (NHS) classes. A visualization of the spread
of hate speech can be seen in Figure 2(a), and non-hate speech can be seen in Figure 2(b).
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Figure 2. Visualization of the spread (a) hate speech and (b) non-hate speech
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2.2. Preprocessing
The study regarding text and how the text is processed mathematically will be preprocessed, which aims

to correct dirty data and does not affect the interpretation or substantive conclusions of the model built [21].

We follow general text preprocessing in natural language processing (NLP), but in Indonesian languages. Here

are some stages of preprocessing that we used:

a. Data cleaning: a method for cleaning noise in data (e.g., “@!"”;’); Noise data includes special characters,
URLSs, hyperlinks, emaoticons, and unnecessary words [22].

b. Stopword removal: to eliminate words that are considered unimportant in the classification process [23].
Before the stopword removal process takes place, a small dictionary is built that contains words that are not
too important according to the characteristics of the dataset (e.g., agak, akan, agar).

c. Case folding: is a technique to change capital letters in text to lowercase letters.

d. Normalization: to fix the words that have an influence on the classification. These fixes include fixing
typos, slang words, and abbreviated words.

e. Stemming: one of the steps to change the affixed words to the basic words. Stemming becomes important
to retrieve information effectively and efficiently [23] (e.g., ke-pantai changed to pantai).

f. Tokenizing: is a process of converting sentences into words, phrases, and other meaningful expressions [23].

2.3. Feature extraction

Feature extraction is a technique for extracting relevant information from data so that machines can
process it. In this study, feature extraction is performed on a text, which is subsequently transformed into a
vector representation and used during the classification process. N-gram is used in this study to break sentences
into words according to the number of n requested. From the previous process, a vector representation of the
n-gram yield is obtained, which is then weighted with TF-IDF. The main idea of the TF-IDF algorithm is to
identify words or phrases that often appear in a document but rarely appear in other documents, this indicates
that the document is suitable for classification. The calculation of TF-IDF is formulated in (1):

Wij = (TF);; x (IDF);, where (IDF); = log (:—f) 1)
In (1) will apply in certain situations if TF > 1, otherwise- W;; = 0 [24] which formulated in (2):

N .
wy = {0 s () ir Ty =1 @
0,otherwise

After performing feature extraction, the results obtained can immediately enter the splitting process
or feature expansion. For the splitting process, we break the data into two parts according to the specified
proportion (i.e., the data used for testing and the data used for model training).

2.4. Corpus development for feature expansion

This study uses FastText for corpus development. The corpus will be used to build a top-n rank dataset
that contains similarities to each other depending on the rank. The top-n-rank corpus will then be used for
feature expansion. We solved complexity and computer workload on the feature expansion concept by limiting
the n-rank used to find the similarities. Corpus development was done three times with different corpora. The
corpus is Twitter, IndoNews, and Twitter-IndoNews. Table 2 contains examples of the top 10 vocabulary words
of legalisasi (legalization) constructed from corpus similarities in Twitter-IndoNews data.

Table 2. Top 10 word similar to legalisasi (legalization)

Word Rank 1 Rank 2 Rank 3 Rank 4 Rank 5
Legalisasi Legalitas Legalisir Legalistic Legalin Legal (legal)
(legalization)  (legalities) (legalizer) (legalistic) (legalin)

Rank 6 Rank 7 Rank 8 Rank 9 Rank 10

Terlegalisir  Konseptualisasi ~ Kanibalisasi Rasionalisasi  Aktualisasi
(legalized) (conceptualizes)  (cannibalism)  (rasionalist) (actualization)

We construct a similarity corpus based on the n-gram used. The use of n-grams depends on which
n-gram performance is the best during the experiment. This will be discussed in the next section which is about
experiment and result. Table 3 is an example for the number of words contained in the unigram type of corpus
similarity.
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Table 3. Vocabulary guantity in each corpus
Corpus similarity  Quantity
IndoNews-Twitter 76,176
Twitter 14,001
IndoNews 70,473

2.5. Feature expansion

The result of feature extraction in the previous step is a semantic vector containing the values of word
occurrences. This vector contains vocabulary with the same meaning but with no values or zero values. Feature
expansion resolves the vocabulary mismatch issue by changing the zero value to one if there is a word that has
the same meaning as each other with a review from the similarity corpus. The algorithm in the explanation of
feature expansion is described in Algorithm 1.

Algorithm 1. Feature expansion
Input: semantic vector
Output: Expanded Vector
Initialization: i, j
for i=0 to size (semantic vector) do
v <[]
for j=0 to size (semantic vector [i]) do
if Vector[i][j]1=0 then:
cw « checkWords (i, ])
expanded value «[weightCheck(cw, 1i,3)]
v.append (expanded value)
else:
v.append (Vector[i] []])
endif
end for
end for

WeightCheck is a function to find the weight of a word, whether it’s a Boolean value or a TF-IDF
weight according to which method is used. CheckWords is a function to validate whether the searched words
are in corpus similarity and dataset. The idea of this feature expansion algorithm comes from research [12]
which have been modified. Table 4 describes the example of feature expansion concept in this research.

Table 4. Example of semantic vector for feature expansion

No Text Makan Cinta Dasar Tolol Muslim Design Islam
(eat) (love)  (basic)  (stupid)  (muslim)  (design) (islam)
1  [‘makan’,’cinta’,'dasar’, tolol’, 'musli 1 1 1 1 1 0 0—1

m’, ‘banyak’, ‘banget’, bahagia’]
([‘eat’, “love’, “basic’, ‘stupid’,
‘muslim’, ‘alot’, ‘really’, ‘happy’])
2 [‘random’, ‘internet’, 0 0 0 1 0—1 1 1
‘alam’, ’jago’, 'design’, ‘tolol”, ’islam’]
([‘random’, ‘internet’,
‘nature’,’good’, design’,
‘stupid’,’islam’])

As Table 4 described, our feature expansion concept is performed in semantic vector. The semantic
vector contains each sentence broken down into words according to the n-gram requirements used. Our feature
expansion concept also involves the use of word embedding methods to represent the semantic relationships
between words in sentences. This method allows us to measure the similarity between words that have similar
meanings, such as “Muslim” and “Islam” in our previous example. To get the similarities, we used the corpus
built before using FastText. By doing so, we are able to replace the zero values found in texts 1 and 2 with the
value of one. In contrast to the study [20], our feature expansion concept can reduce computer workload and
deal with uncontrolled feature problems.

2.6. Convolutional neural networks

Figure 3 gives an illustration of CNN layer. CNN has several layers: convolutional layer; pooling
layer; fully connected layer. Convolutional layers work to determine the output of connected neurons from the
input layer [24]. Pooling layers help in sample reduction, allowing smaller data to be represented and making
it easier to deal with overfitting [25]. The last layer is the fully connected layer, each neuron in this layer is
connected to each other [25]. CNN has become a well-known method recently used in classification.
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In addition, CNN has advantages in performing feature extraction and can control a high number of parameters
[26]. CNN is more effective in finding more specific features because the feature set is down-sized in the
network by the max-pooling layer so that it can more easily understand features that are not too sparse [27].

N CNN

ﬂl ’ P@—apnemcnm

Pooling  Fully-Connected
Layer Layer

Pooling Convolutional
Layer Layer

Convolutional
L Layer

INPUT

Figure 3. llustration of CNN

2.7. Bidirectional gated recurrent unit

Bi-GRU consists of two GRUSs that run forward and backward methods. In each layer of Bi-GRU, the
forward layer computes the hidden layer output from front to back each time, and the backward layer computes
the hidden layer output from back to forward each time [28]. GRU is an upgraded version of long short-term
memory (LSTM) which has the advantage of computing speed. Within GRU, there are two additional features.
reset gates that help capture short-term dependencies in sequences, and update gates that help capture long-
term dependencies in sequences. Figure 4 depicts the structure of Bi-GRU.
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Figure 4. lllustration of Bi-GRU
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As described in Figure 4, Bi-GRU consists of two GRUs that receive forward input and backward
input. This means that Bi-GRU has an advantage in capturing the context of words and the relationships
between words because this method understands a text sequence twice [29]. The utilization of Bi-GRU in
content handling is an astute choice. Its inborn capacity to capture settings and connections between words,
combined with its demonstrated viability and computational effectiveness, makes Bi-GRU a compelling choice
for assignments including successive information.

2.8. Hybrid model

The process of combining two or more deep learning methods is often called hybridization [30]. The
paired deep learning hybridizations in this study are CNN+Bi-GRU and Bi-GRU+CNN. Bi-GRU+CNN
illustration is shown in Figure 5 and the CNN+Bi-GRU illustration is shown in Figure 6. In the CNN+Bi-GRU
combination, this study uses CNN as the initial layer to extract spatial features from the input data, then connect
it to Bi-GRU to model the temporal dependence. Whereas in Bi-GRU+CNN this is reversed. This study also
compared model performance between HDL and SDL. By comparing the performance of HDL and SDL, we
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can evaluate whether a hybridization model can affect pattern recognition performance and provide

performance improvements. The functions of the layers found in Bi-GRU+CNN and CNN+Bi-GRU are:

a. Embedding layer: layer that functions to change the input text into a mathematical representation. The
embedding layer in this study was replaced by TF-IDF.

b. Convolutional 1-D layer: the fundamental layer on CNN which functions to extract local patterns and

features from the input data.

<

Bi-GRU layer: the main layer in the development of the Bi-GRU model.
Max pooling layer: downsample the input and reduce spatial dimensions.

e. Average max pooling layer: a combination of average pooling and max pooling which is useful for is to
preserve both the most salient features captured by the max pooling operation and the overall distribution

or average information contained in the input data.

f. Fully connected layer: a fundamental component in neural networks that is useful for networks to
understand complex relationships between inputs and outputs.

,
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Figure 5. Proposed hybrid deep learning approaches with Bi-GRU+CNN layer
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Figure 6. Proposed hybrid deep learning approaches with CNN+Bi-GRU layer

2.9. Evaluation

In this study, the model’s performance was calculated using a confusion matrix, one of which is accuracy.
Confusion matrix containing precision, recall, precision and F1 scores. Accuracy is used to calculate what percentage
of model inputs were successfully predicted. Recall the calculation of the model’s success rate in finding return
information. Precision is for calculated input rate that detected by system. The F1 score is the average of harmonic
values and recall accuracy. See formulas for accuracy, recall, precision, and F1-score (3)-(6):

TP+TN

Accuracy = N ®)
Recall = —2— 4)
TP+FN
Precision = —— (5)
TP+FP
F1 — Score = 2 x (precision x recall ) (6)

(precision+recall)
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This matrix evaluation is often referred to as the confusion matrix. This matrix consists of four
categories: true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) [23].

3. RESULTS AND DISCUSSION

This study conducted experiments in three different hate speech detection scenarios. It’s because we
want to get the best model performance. Each scenario depends on the previous scenario (e.g., scenario Il uses
scenario | as benchmark and so on). Table 5 describes all the scenarios in this study.

Table 5. Test case scenario
Scenario Description Objectives
| Apply TF-IDF into the model as feature extraction, data Get the baseline model.
split ratio, and looking for the best value for max features.
1 Test the type of n-gram in TF-IDF parameters and apply a  Get the best model performance of the n-

dropout. gram type and the effect of the dropout.
1 Apply feature expansion to model from scenario Il using Get the best model performance after
similarity corpus built by FastText. applying the feature expansion.

3.1. Experiment and result

The first scenario is to apply TF-IDF to model as feature extraction, finding best data spit ratio, and
best value of max features. The CNN parameters used are filter 32, batch size 64, and epoch 10. Bi-GRU uses
parameter unit 32, batch size 128, and epoch 10. The difference is in the hybrid model, we apply a batch size
of 128. This study default n-gram type is Unigram. We used a learning rate of 5e- for each model. We used a
low learning rate to prevent overfitting. Those parameters also applied to HDL model.

From Table 6 it is found that for CNN, split ratio is 90:10 and max features 10,000 with an accuracy
value of 85.64% is the best than others. Meanwhile, Bi-GRU split ratio is 90:10 and max features 10,000,
which gives an accuracy value of 86.54%. Then, on Bi-GRU+CNN described, the highest accuracy is 86.75%
obtained from max features of 10,000 and data split ratio of 80:10. CNN+Bi-GRU gives an accuracy 85.95%
with 15,000 max features on 90:10 split ratio, highest max features than others. The accuracy produced not far
from 85-88%, it’s because we prevent overfit by limit the learning rate.

Table 6. Baseline model performance

- Accuracy (%)
Max features  Testsize o\ Bi.GRU CNN+BI-GRU  Bi-GRU+CNN
5,000 90:10 8528 86,51 8575 86.68
80:20 8508  86.26 85.39 86.69
7030 8443  85.69 84.28 86.16
10,000 90:10 8564  86.54 85.85 86.70
80:20 8335  86.39 85.66 86.75
7030 8474 8572 85.00 86.24
15,000 90:10 8562  86.52 85.95 86.39
80:20 8531  86.44 84.73 86.49
7030 8470 8571 84.05 86.06

The results from the baseline model will be used in the next scenario, namely scenario 1. To facilitate
a comprehensive understanding, we provide a table to facilitate comprehensive understanding and short names
for each selected model, which can be seen in Table 7. Column code is the shortened name for each model to
give intuitive understanding.

Table 7. Selected baseline model for scenario |1

Model Testsize  Max features  Code
CNN 90:10 10,000 Ba;
Bi-GRU 90:10 10,000 Ba,
CNN+Bi-GRU 90:10 15,000 Bas
Bi-GRU+CNN 80:20 10,000 Bay

Table 8 is an experiment from scenario Il stage one which utilizes the n-gram type to carry out the
test. U stands for Unigram, B stands for Bigram, T stands for Trigram and D stands for dropout. Testing is
carried out from the baseline on the previous scenario that has been obtained. The results for the first stage,
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Ba:(CNN) obtained an accuracy value of 87.2% on the Unigram-Bigram n-gram with an increase of 1.56%
from the baseline. Bay(Bi-GRU) has the highest accuracy of 87.2% on the n-gram Unigram-Bigram-Trigram
type with an increase of 1.38% from the baseline. Bas(CNN+Bi-GRU) gets high performance on Unigram-
Bigram-Trigram with a value of 86.19%, up 0.24% from the baseline. Then, Bas(Bi-GRU+CNN) got a
performance of 87.07% on Unigram-Bigram-Trigram with an increase of 0.32% from the baseline.

Table 8. Scenario |1 stages one performance results with baseline model tested on n-gram types

. Accuracy (%)

Model  Baseline scores B T U-B U-B-T
Ba; 85.64 75.23(-1.04)  65.86(-19.78) 87.20 (+1.56) 87.02 (+1.38)
Ba, 86.54 76.85 (-9.69) 66.15(-20.39) 87.08 (+0.54)  87.20 (+0.66)
Bas 85.95 74.63(-11.32) 60.27(-25.68)  86.1 (+0.15)  86.19 (+0.24)
Bay 86.75 76.07(-10.68)  65.96(-20.79)  87.00 (+0.25) 87.07 (+0.32)

Table 9 is scenario Il stage two that looks for the effect of using regularization, namely dropout.
Dropout is used to minimize overfitting by removing some neuron networks using certain probabilities.
Bai;(CNN) with 0.5 dropout and Unigram-Bigram type got the highest accuracy among others 87.36%, 1.72%
higher than the baseline model and 0.16% increase from scenario Il stage one. Baz(Bi-GRU) with 0.3 Dropout
and Unigram-Bigram type got 87.22% more accuracy with 0.68% higher than the baseline model and 0.02%
higher than scenario Il model stage one. Next, Bas(CNN+Bi-GRU) is hybrid deep learning which got the
highest accuracy on the Unigram-Bigram-Trigram dropout 0.5 of 86.19%, an increase of 0.24% from the
baseline, and a fixed value from scenario Il stage 1. Then, Bas(Bi-GRU+CNN) got the highest accuracy value
on Unigram-Bigram-Trigram dropout 0.5 of 87.13%, an increase of 0.38% from baseline and 0.06% from
scenario |l stage 1. So that scenario Il stages 2 can be used in scenario 111 which is the best model used that
had been obtained.

Table 9. Scenario 11 stages two performance results with baseline model tested on n-gram types including
dropout regularization

- Accuracy (%)

Model ~Baselinescores ;5 o3 .g-7.p03  U-B-DO5  U-B-T-DOS5
Ba, 85.64 87.29 (+1.65) 87.34 (+L.7) 87.36 (+1.72) 87.30 (+1.66)
Ba; 86.54 87.22 (+0.68) 87.12 (+0.58) 87.14 (+0.6)  87.09 (+0.55)
Bas 85.95 85.98 (+0.03) 85.96 (+0.01) 8517 (-0.78)  86.19 (+0.24)
Bau 86.75 87.04 (+0.29) 87.08 (+0.33) 87.01 (+0.26) 87.13 (+0.38)

After performing scenario Il stage two, the results from that scenario will be used in scenario Il1.
Scenario 111 tried to find the effect of feature expansion on the model. Table 10 describes the accuracy of the
model obtained after carrying out feature expansion for each corpus similarity and ranking in the hate speech
dataset. Ba stands for baseline, and S.I1 for scenario Il. Corpus IndoNews used on Bal+S. II(CNN) with rank
10 gives an accuracy increase in this model, which is 87.63%, 0.27% higher than the previous model. In Ba2+S.
11(Bi-GRU), the provision of feature expansion increases the accuracy that was using IndoNews corpus with
top 10 rankings. It gives 87.46% accuracy, a 0.24% increase from the previous model. Hybrid deep learning
also provides movement in increasing accuracy after providing feature expansion. On Ba3+S. II(CNN+Bi-
GRU), the increase occurred with the IndoNews corpus and with top rank 10 of 87.47% accuracy, 1.28% higher
than the previous model. Then, Ba4+S. I1(Bi-GRU+CNN) provides 87.34% accuracy from the IndoNews
corpus with the top 5 ranks, up 0.21% from the previous model.

Table 10. Scenario Il performance model results with baseline, scenario 1l and applying feature expansion

Scenario 11-2 Accuracy (%)
Model scores Twitter IndoNews Twitter-IndoNews
Top-1 Top-5 Top-10 Top-1 Top-5 Top-10 Top-1 Top-5  Top-10
Ba; +S. 1l 87.36 87.50 87.45 87.42 87.46 87.41 87.63 87.51 87.53 87.46
(+0.14)  (+0.09)  (+0.06)  (+0.1)  (+0.05) (+0.27) (+0.15) (+0.17) (+0.1)
Ba,+S. Il 87.22 87.10 87.22 87.18 87.18 87.20 87.46 87.18 87.13 87.15
(-0.12) (+0) (-0.04) (-0.04) (-0.02) (+0.24) (-0.04) (-0.09) (-0.07)
Bas + S. Il 86.19 86.53 87.44 87.43 86.51 86.44 87.47 86.54 87.35 87.37
(+0.34) (+1.25) (+1.24) (+0.32) (+0.25) (+1.28) (+0.35) (+1.16) (+1.18)
Ba,+S. I 87.13 87.27 87.19 87.27 87.23 87.34 87.29 87.19 87.23 87.22
(+0.14)  (+0.06)  (+0.14) (+0.1) (+0.21) (+0.16) (+0.06)  (+0.1)  (+0.09)
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3.2. Discussion

Scenarios | and Il are the basic foundations that must be strengthened. From the results, the highest
average accuracy is not far from 85%-88%. This is due to the limitations on the learning rate that we found
and the adjustments to the dataset that we have. The purpose of using a low learning rate is to build a solid
foundation and keep the model from overfitting, so that when the model is given hate speech words that are
new or not in the train model, then the model will guess them intelligently. Figure 7 is an example of the
validation loss function in Bi-GRU methods that we use as indicators in determining whether the model is
overfitting or not.

Judging from Figure 7, train loss and test loss continue to decrease. This indicates that the model is
not overfitting and is well maintained. We try to keep that in mind in the next scenario and provide a pretty
good model. Hybrid deep learning is proven to be able to superiorly understand the context of a sentence and
provide high accuracy values for the hybrid n-gram type. As seen in scenario Il, the type of n-gram used is
Unigram-Bigram-Trigram. Unigram can help in the identification of individual words; Bigram can help
identify the relationship between two words; and Trigram can help identify a word broadly. This feature
expansion concept in this study has advantages, as we can see in Table 9. It can increase performance because
it learns the context of sentences more comprehensively. The richness of linguistic features does not affect the
feature expansion process at all.

The increase in the accuracy of each scenario indicates that our model is well maintained, as Figure 8
describes the accuracy improvement for each scenario in percentage. The CNN that we use provides an
accuracy of 87.63%, Bi-GRU produces an accuracy of 87.46%, CNN+Bi-GRU provides an accuracy of 87.47%
and Bi-GRU + CNN produces an accuracy of 87.34%. In the CNN+Bi-GRU hybrid model, for example, the
increase from scenario Il stage two to scenario Il is very high around 1.26%. This indicates that the feature
expansion can bring significant changes to the model. In short, hybrid deep learning affects performance in
understanding the context of sentences, while the inclusion of Unigram, Bigram, and Trigram components with
feature expansion increases the power of the system to record various levels of linguistic characteristics.
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Figure 7. Validation loss function in Bi-GRU
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4. CONCLUSION

The detection of hate speech in this study uses 63,984 tweets in the Indonesian language which contain
loose language styles. In classification using CNN, Bi-GRU, Hybrid CNN+Bi-GRU, and Bi-GRU+CNN. Data
collection uses the API provided by Twitter and is labeled manually. TF-IDF is used as a feature extraction
that functions to extract information which is then put into mathematical form so that it can be processed by
deep learning models. The n-gram combination is used in the extraction of TF-IDF, where Unigram-Bigram
and Unigram-Bigram-Trigram provide high accuracy in classification. In addition, the use of a learning rate
also affects the model so that it does not overfit. Regularization such as dropout is also used as a useful network
to reduce neurons with a certain probability so that the model is not overfitting. FastText is used for building a
similarity corpus that is used in the feature expansion. The result we get for SDL, CNN has an accuracy of
87.63% and Bi-GRU gets 87.46% accuracy. Then for HDL, CNN+Bi-GRU model we obtained an accuracy of
87.47% and Bi-GRU+CNN obtained 87.34%. We got this result after using various scenarios. The effect of
feature expansion which prove that feature expansion has an impact on the semantic vectors that are useful for
training the system. At first glance, SDL is indeed superior in terms of accuracy. However, for understanding
the context of sentences, HDL outperforms this. Judging from the type of n-gram used, namely the hybrid n-
gram Unigram-Bigram-Trigram which is quite complex to be understood by the system. We hope that future
research will focus more on the dataset used, especially in preprocessing step. In addition, we hope that further
research can utilize different feature extraction, with any of upgrade version to the model by adding such as
attention mechanism or genetic algorithm, maximize the performance of the feature expansion concept and use
ternary or multi-class classification.
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