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This research paper presents an innovative solution for offline handwritten
word recognition in Bengali, a prominent Indic language. The complexities of
this script, particularly in cursive writing, often lead to overlapping characters
and segmentation challenges. Conventional methodologies, reliant on
individual character recognition and aggregation, are error-prone. To

overcome these limitations, we propose a novel method treating the entire

document as a coherent entity and utilizing the efficient you only look once
(YOLO) model for word extraction. In our approach, we view individual
words as distinct objects and employ the YOLO model for supervised
learning, transforming object detection into a regression problematic to
predict spatially detached bounding boxes and class possibilities. Rigorous
training results in outstanding performance, with remarkable box_loss of
0.014, obj_loss of 0.14, and class_loss of 0.009. Furthermore, the achieved
mAP_0.5 score of 0.95 and map_0.5:0.95 score of 0.97 demonstrates the
model’s exceptional accuracy in detecting and recognizing handwritten
words. To evaluate our method comprehensively, we introduce the Omor-
Ekush dataset, a meticulously curated collection of 21,300 handwritten words
from 150 participants, featuring 141 words per document. Our pioneering
YOLO-based approach, combined with the curated Omor-Ekush dataset,
represents a significant advancement in handwritten word recognition in
Bengali.
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1. INTRODUCTION

There are around 300 million Indians globally, and Bengali is their primary language of
communication. Bengali is the official language of Bangladesh and the Republic of India. It is among the most
extensively used writing systems worldwide used by over 265 million people [1]. Word recognition is a
technique that enables computers to identify written or printed words and convert them into a format that the
computer can understand. Bangla word identification in handwritten writing is one of the utmost fascinating
areas of research in today’s world, and it is becoming more and more popular. Even in the twenty-first century,
handwritten communication has its place and is virtually always used in daily life as a manner of capturing
information that is intended to be shared with others. The need for online information systems has grown along
with the expansion of the internet. Bangla handwritten word recognition research encompasses a wide range
of applications, making it a vital field of study. These applications include document digitization, post offices,
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banks, document analysis and recognition, education, and the preservation of historical documents, signature
verification, and other institutions [1]. It also plays a crucial role in enhancing accessibility tools, streamlining
e-commerce processes, and facilitating signature verification. Furthermore, the integration of handwriting
recognition in personal assistants, note-taking apps, and search engines significantly improves user experience
and caters to the needs of millions of Bengali speakers worldwide. The identification of Bangla handwritten
words holds paramount significance, demanding substantial focus to advance various active applications in the
field. Word detection in Bangla handwritten text is challenging due to complex alphabet shapes, variations
caused by cursive writing, uneven lighting, and image distortions. Traditional techniques struggle with
ambiguity, noise, and lack of standardization [2]. Innovative approaches and advanced models are necessary
to improve word recognition for efficient document processing and applications in education and
communication. To overcome the limitations in Bengali handwritten word recognition, we propose an
innovative approach that treats the entire document as a coherent entity. By leveraging the efficiency of the
you only look once (YOLO) model, we precisely extract words by viewing them as distinct objects. Through
supervised learning, we transform object recognition into a regression problem, enabling us to predict spatially
detached bounding containers and class possibilities with accuracy. Rigorous training of our YOLO model
leads to outstanding performance, resulting in precise and efficient word recognition in Bengali sentences.
Additionally, we curate a comprehensive and unique Bengali dataset named Omor Ekush containing complex
words, and make it openly available for future research and advancements. This pioneering research
significantly pushes the boundaries of Bengali handwritten word recognition, opening up new avenues for
improved document processing and analysis capabilities. Extracting the words from scanned images containing
handwriting in the Bengali language is the main objective of this paper.

Figure 1(a) illustrates a sample of comparatively good handwriting in Bangla. The writing is clear,
well-formed, and easily legible. In disparity, Figure 1(b) displays an example of comparatively cursive
handwriting in Bangla, where characters are conjoined and the writing style is more fluid. Cursive handwriting
poses challenges in word recognition due to overlapping and tilted characters, making it difficult for
conventional recognition techniques.

® o uE

(@) (b)

Figure 1. Comparatively handwriting; (a) comparatively good handwriting and (b) comparatively cursive
handwriting

Figure 2 showcases the process of word recognition from handwritten Bangla text. The demo
illustrates how the proposed method effectively identifies and extracts individual words from the handwritten
text. By treating the entire document as a coherent entity and using the YOLO model, the system accurately
predicts spatially separated bounding boxes and class probabilities for each word. Rigorous training ensures
outstanding performance, demonstrating the model’s exceptional accuracy in recognizing and extracting words
from handwritten Bangla text.

Figure 2. Word recognition from handwriting
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2. RELATED WORKS

In this segment, we provide an overview of the existing studies in the arena of Bangla handwritten
word appreciation. Previous research efforts in this area have primarily revolved around the acknowledgment
of handwritten Bangla words. The central focus of prior investigations has been on developing methodologies
and algorithms capable of accurately identifying and interpreting complete words written in the Bengali script.
This task is particularly challenging due to the cursive nature of the calligraphy, which often leads to significant
variations in character shapes and connectivity within a word. By examining the completed tasks related to
Bangla handwritten word recognition, we gain insights into the progress made in this domain and the potential
areas for further advancement. As we delve into the literature, we aim to highlight the gaps and opportunities
that exist for developing more robust and sophisticated word recognition systems in the context of Bengali
handwriting.

Roy et al. [3] made the initial breakthrough in Bengali word recognition while working on Indian
postal automation. They concentrated on recognizing Bengali words that consisted of exactly 76 city names
and employed the 2D non-symmetric half plane-hidden Markov model (HMM) method for accomplishing this
task. A more comprehensive analysis of their effort can be initiate in [4].

Pal et al. [5] proposed a model that they focused on unrestrained handwritten town title detection,
utilizing a lexicon-driven tactic. They implemented the water-reservoir technique to segment city word images
into primitives and then utilized dynamic programming to achieve finest character separation. In conclusion,
they adopted a controlling element constructed modified quadratic discriminant function categorizer for the
possibility calculation of the letterings.

Bhowmik et al. [6] utilized a HMM to identify calligraphic city titles with the aid of a fixed-size
lexicon. The HMM was trained using genetic algorithms. Their approach included a structural feature that
employed a directional encoding scheme on boundaries. In a subsequent study [7], the same group made further
improvements by dipping the lexicon dimensions, effectively narrowing down the search interplanetary. This
reduction was achieved through an analysis of the perpendicular and straight hits of the word image. These
advancements aimed to enhance the accuracy and efficiency of handwritten town name recognition, making
notable contributions to the field of handwriting recognition research.

Roy et al. [8] anticipated an HMM founded Bengali handwritten term recognizer. In their recognition
module, they employed zone-wise horizontal dissection surveyed by vertical separation in the central region.
They utilized the local gradient histogram as a feature set and fed it to a left-to-right HMM for recognizing the
mid zone. A gradient feature-based support vector machine (SVM) classifier was employed to recognize the
upper and lower zone modifiers. Next, they combined the zone-wise predictable results via a character
arrangement approach.

Bhunia et al. [9] utilized five types of features for middle zone recognition and compared their
approach with their earlier work in [10]. They further combined their findings from [8], [9] to develop a unified
approach for Devanagari and Bengali word acknowledgement in [11]. The experimental dataset used across
these studies included various word images, incorporating numerous city names. Their cohesive approach
contributes significantly to the advancement of word recognition in Bengali script and provides valuable
insights for similar applications in other scripts.

Adak et al. [12] introduced a neural network (NN) grounded system for Bengali handwritten word
detection, via convolutional neural network (CNN) with long short-term memory (LSTM). They curated a
novel dataset called NewISldb also employed a unified architecture, combining CNNs with a recurrent model.
LSTM blocks and connectionist temporal classification (CTC) layer further enhanced the recognition accuracy,
showcasing the potential of neural nets in this domain. The study represents a significant advancement in
Bengali handwritten word appreciation research.

In our research, we employed an innovative solution for handwritten word detection in Bengali. Our
novel method utilizes the YOLO model to process the entire document as a coherent entity, accurately
predicting bounding boxes and class probabilities for word extraction. Rigorous training leads to outstanding
performance, demonstrating exceptional accuracy in detecting and recognizing handwritten words. The curated
Omor-Ekush dataset enhances our approach, providing a diverse benchmark for word recognition models. This
pioneering YOLO-based method signifies a significant advancement in handwritten word recognition in
Bengali, with transformative potential in document analysis, automated transcription, and language processing.

Table 1 provides a comprehensive summary of research endeavors in the field of handwritten Bengali
word recognition, highlighting the approaches employed and the research gaps addressed by each study. The
table offers valuable insights into the contributions of each study and the specific areas in the literature they
have targeted for improvement.
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Table 1. Overview of handwritten Bengali word recognition studies and research gaps

Study Focus Approach Research limitations
Royetal. Bengali word 2D NSHP-HMM technique for Limited research on recognizing specific Bengali
[3] recognition recognizing 76 city names words, especially city names
Pal et al. Handwritten city name  Lexicon-driven approach, water- Scarcity of methods for recognizing
[5] recognition reservoir technique, and MQDF unconstrained handwritten city names in Bengali
classifier script
Bhowmik  Handwritten town HMM with genetic algorithms, Need for efficient techniques to identify
etal. [6] name recognition structural feature handwritten city names, particularly with lexicon
of fixed size
Royetal. HMM-based Bengali Region-wise horizontal and vertical Advancements in zone-wise recognition for
[8] Handwritten word segmentation, HMM, SVM classifier, Bengali handwritten words
recognizer character alignment strategy
Bhuniaet  Middle zone Contrast of features, unified approach Enhancements in recognizing middle zones of
al. [9] recognition for Bengali and Devanagari word Bengali handwritten words
acknowledgment
Adak et Bengali handwritten CNNs with LSTM, YOLO model, Utilization of CNNs with LSTM for Bengali
al. [12] word recognition NewISldb dataset, CTC layer handwritten word recognition, the introduction of
the NewlSldb dataset
Proposed  Offline handwritten YOLO model to treat entire documents,  Addressing complexities in Bengali cursive
method word recognition in predict bounding boxes, and class writing, introducing a novel approach using the
Bengali probabilities for word extraction YOLO model and Omor-Ekush dataset for

offline handwritten word recognition

3. BACKGROUND STUDY

The most recent task demonstrates that using artificial neural networks is advantageous for
maintaining the image detection task. In the 1950s, researchers first developed concepts such as the perceptron
learning algorithm [13]. Recent NNs base their operations on theories developed during the perceptron period.
This unit begins by defining a neuron as a crucial component of contemporary NNs. Then it goes into further
detail on CNNs and recurrent neural networks (RNNS).

3.1. Perceptron

The perceptron, an artificial neuron, forms the fundamental building block of modern neural networks,
pivotal in machine learning. Thus, a perceptron is combined with a sole neuron. The activation a, which is the
yield of the neuron, is mapped by @: RN — R as (1):

a=®(x)=ocWwTlx +b) 1

The weights w € RY and b € R and the nonlinear function 6 (-) map the feature vector x € RV,
On the occasion of the perceptron ¢ () viewpoints for:

o(z) ={1 if z>0 otherwise0 2

3.2. Convolutional neural networks

Convolution networks which has obligated a significant impression on the arena of image analysis
and has been the basis for many recent advances in deep learning [14]. A CNN is a NN that processes an image
also represents with a vector code. CNNs are founded upon fully connected neural networks in their
architecture. Likewise, a convolutional network comprises multiple layers that process signals and propagate
them forward. Nevertheless, unlike a route activation found in a fully allied layer, CNN activations possess the
structure of three-dimensional tensors. Typically termed a “feature map,” this output tensor plays a crucial role
in CNN. An example of this transformation is when the first convolutional layer takes an input image with
dimensions 3 X W x H and produces a feature map with dimensions H’ X W’ x C. Here, C represents the
quantity of features extracted by the layer. Essentially, a convolutional layer converts one volume into another.
A standard CNN is composed of multiple convolutional stage, with dense layers at the top that transform the
final convolutional dimensions obsessed by a vector output. In technical terms, the vector representation of an
image is commonly referred to as fc7 features, as the seventh fully connected layer of the alexnet architecture
originally provided the source of acquisition for this data [15]. Despite the fact that many newer architectures
have surpassed the performance of alexnet, and current state-of-the-art designs differ from it, the term “fc7
features” has remained popular within the field. Moreover, one can include an extra layer, like a soft-max layer,
atop the fc7 features, depending on the particular problem that the network aims to address. A typical CNN
architecture is illustrated in Figure 3.
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Figure 3. Layer with CNN

3.3. Pooling layer

The design of convolutional layers allows for the preservation of spatial dimensions while increasing
the depth of the network as information flows through it. However, the thing is applied to diminish three-
dimensional, specifically in advanced layers. Dimensions diminish may be gained by exercising tread after
convoluting, top to a series of interested areas join. Nevertheless, an extra forthright procedure was established
termed a pooling layer. The input is divided and hooked on non-overlapping regions. And the layer produces
a grid containing the extreme values from each region. Pooling layers are commonly used amongst
convolutional layers in order to decrease the dimensionality of the data.

3.4. Weights

In a NN, each neuron produces an output by applying a specific function to the inputs it receives from
the receptive field of the preceding layer. A weight vector and a bias determine the purpose which is pragmatic
to the input data. Iteratively fine-tuning these biases and weights is what learning is all about. Filters are vectors
of weights and biases that represent specific structures of the input. A unique characteristic of CNNs is the
ability for multiple neurons to utilize the same filter. The use of a shared filter, with a single bias and weight
vector, across multiple receptive fields reduces the memory footprint of the network, compared to having a
separate bias and weight vector for each receptive field.

4. DATASETS
4.1. Previous datasets

Handwriting acknowledgment has been a captivating research issue for almost fifty years. While early
successes were achieved in recognizing simple handwritten digits. In 1992, the first census of optical character
recognition system conference organized the pioneering large-scale character recognition challenge [16].
Following this, researchers gradually began to develop datasets for offline handwriting recognition at the
sentence and document levels for the English language [17], [18]. The identity and access management (IAM)
dataset was later utilized to launch one of the most well-known shared tasks in handwriting recognition the
International Conference on Document Analysis and Recognition (ICDAR) challenge [19]. Our research
revealed only a limited number of Bangla calligraphy datasets, with the widely held consisting of compound
character data. BanglaLekha-Isolated [20] is an example of such a dataset. It comprises 10 numerals, 50 simple
characters, and 24 cautiously chosen multifarious characters. The dataset includes 2000 individual images for
each of the 84-character classes. After removing any scribbles, the final dataset contains a total of
166,105 pictures of handwritten fonts. The dataset additionally incorporates information regarding the age and
gender of the individuals who contributed the handwriting samples.

Research by Rabby et al. [21] contains an alternative versatile handwritten character dataset that also
contains 367,018 characters. The data was gathered from various regions of Bangladesh, with an equivalent
number of female and male contributors from a range of age groups. In addition to the character data, the
dataset also includes a set of modifiers, a feature not found in other similar character-level datasets. In addition
to other resources, the ISI [22] and CMATERdb [23] datasets represent dual of the earliest collections of
handwritten characters for the Bangla linguistic. The Bangla writing [10] dataset is the sole collection that
bears similarity to our dataset with respect to word-level annotation. The dataset encompasses the handwriting
samples from 260 individuals, varying in age and character. The creators utilized an explanation instrument to
label the piece of paper with bounding boxes that enclose the unicode depiction of the words. This collection
encompasses a significant number of 32,787 characters and 21,234 words, boasting a vocabulary size of 5,470.
Despite the fact that all word label bounding boxes were created physically, the actual pounded truth of the
pages from which the texts were generated was not provided. Furthermore, the majority of the pages were brief
and could be perceived as resembling a paragraph rather than a complete document.

Bangla handwritten word recognition using YOLO V5 (Md. Anwar Hossain)
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4.2. Dataset preparation

This article introduces a Bangla handwriting dataset called Omor Ekush, which includes single-page
handwriting samples from 150 individuals of varying ages and characters. Every page contains bounding boxes
that enclose a piece of word, as well as the unicode depiction of the text. This collection encompasses 21,300
words. All bounding boxes were initially created using our custom segmentation script, then manually verified
and labeled. The dataset is suitable for advanced optical character/word acknowledgment, author proof of
identity, handwritten word separation, and word generation.

4.3. Dataset description

Omor Ekush the dataset introduced in this article, strives to offer a superior handwriting collection
that is enhanced in all aspects. The data set can be utilized for a range of claims based on machine learning and
deep learning techniques. The dataset is applicable for writing biometric tasks, including identification and
proof. Moreover, this technology shows promise in specific computer vision applications, including
recognizing optical characters and segmenting handwriting. In addition, the dataset possesses the potential to
power procreant calligraphy models. The construction and utilization of this dataset differ from typical Bangla
datasets [20]. Current datasets for Bangla script only include individual character examples. In contrast, the
Omor Ekush dataset includes word-based script with bounding boxes, similar to [10]. The dataset was built
using established offline handwriting and writer recognition datasets as a foundation [18]. The majority of
larger datasets, such as KHATT [24] and IAM [18], incorporate automated and pre-determined parameters for
data labeling. In contrast, the Omor Ekush dataset’s annotations and labels were manually created.

4.3. Dataset generation
4.3.1. Data acquisition

We want our dataset to cover all the characters in Bengali language, that’s why we carefully chose two
Bengali pangrams from the wikipedia. Figure 4 depicts the selected pangrams. We break the line spacing in the
verse pangram to save the page space. As the rhythm is not important for the dataset. Combining both pangrams,
a single document contains approximately 141 words, but due to some word duplication the number of unique
words becomes 137. Figure 5 represents the sample data taken from write then according to perform our model.

“T[LE M (AT, BRI (BT T4 SIICH 905 CHIICS I0T @A $ 3], FI (I G2 SHB1 (T STRR, TG 47 g3 Gt T (I (A

GTRCST T, b7 ST SFCAT ST A TG S, 992 OHE FIE G0N AT (B 2T TS 734 ZIIR (I BT Y03 TR P GIRCA 7646 G0 (W)

TR GO I0F O 70T Gl #Affef 203 1 067 o FRBF 2oy wR I e FCE I R@R S| 7 201 % 2@ RS 3051 #1820 @
FAICe ARSI (| SICH TN CHICT B TG BT 519 CICACS GIC B AICH FCo S SIFIC 0N FA R & (0T (RCT ¢ AT (M %7 AQCS
B ST SRGT 34 G320 AP 52 SREM| (T G0 747 Gl (BT (72 GCeTe GRFC Rt Th1 (ol 3t (72 (=TT Wo1 A0 403 S 90k 1) §1 1 ©I|

Figure 4. Selected Bengali pangrams
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Figure 5. Sample image data taken from writer
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The dataset was gathered from students at Pabna University of Science and Technology. All the
students are between 20-25 both male and female. The authors used A4-sized paper and a consistent ball-point
pen for script. Participants received instructions to write about a pre-selected topic. Thus, individual text
comprises approximately the same quantity of words.

From Figure 6 we can see that five of the classes have a higher frequency than the rest of the classes.
This is because each pangram has common words in them. Table 2 includes the common words of each
pangram.

|
|
|
0 50 100

classes

Figure 6. Words (classes) distribution of the dataset

Table 2. Common words of each pangram
Label Classl Class2

e 74 57
Bl 60 76
231 43 89

s 42 114
et 119 124

4.3.2. Data extraction

The handwritten images are digitized using smartphone cameras with 1280p resolution. The dataset
encompasses a total of 150 images, captured using smartphone cameras. These pictures are processed using
CamScanner App to remove all the unwanted noise from the image. For example, various lighting effects,
flashlight glares, and shadow effects. But in some images, still some noise remains.

4.3.3. Data processing and labeling

Processing and labeling huge amount of data is trivial task. Initially our approach was to extract
bounding region of words based on the space between the words in a sentence with the help of OpenCV find
contours method (which finds the all-connected components of an image). But due to cursive handwriting style
words gets smashed to each other. So automated script is not an ideal option for us and had to do it manually.
For manual annotation software like LabelMe [25] each word’s bounding box needs to be hand drawn even
though we can auto generate bounding boxes for some word based on the spacing exploit. That’s why we
created a completely new annotation software handwritten automated word annotation (HAWAN).

5. HANDWRITTEN AUTOMATED WORD ANNOTATION

HAWAN is a web-based software to ease the handwritten word annotation including bounding box
generation and labeling. It’s generated annotation info into a JSON format.

Figure 7 show the initial prediction of the word bounding box based on the OpenCV find contours
method. Initial prediction contains lots of unwanted bounding boxes. HAWAN provides some sophisticated
actions to remove all unwanted bounding boxes. It’s also providing drag and drop word labeling to ease the
annotation task.

Bangla handwritten word recognition using YOLO V5 (Md. Anwar Hossain)
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Figure 7. HAWAN

Figure 8 shows properly annotated words. If the bounding boxes are annotated it turn’s bounding
boxes color from red to green for visual inspection. Once all the bounding boxes are properly annotated, save
action generates a JSON file with all the bounding boxes information and filename information. The bounding-
box and label data for individually image were stored in specific JSON files. The specifying agreement adhered
to that of the handwritten images. Figure 9 displays the parameters of the standard JSON file. To maintain the

authenticity and quality of the dataset, we did not apply any augmentation to increase its size.
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Figure 8. Properly annotated words
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Figure 9. Annotation information in JSON format
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6. YOLO V5MODEL

YOLO is interestingly modest. A sole convolutional network is exploited to expect numerous
bounding boxes and their corresponding class possibilities. YOLO employs training on complete images and
straight enhances recognition performance. This integrated model offers some advantages over conventional
approaches to object detection. As YOLO V5 is similar to other single-stage object detectors, YOLO, being a
single-stage object detector, consists of three crucial components. Backbone, neck, and head, Figure 10
demonstrations the straightforward architecture of YOLO v5.

BackBone PANet Output
BottleNeckCSP Concat T BottleNeckCSP —> Convlxl |

: [ convaxzs2 |
| o —
i [ convixi |————{ concat

BottleNeckCSP

i |
Cvenyil

BottleNeckCSP + Concat BottleNeckCSP » Convlxl

( Conv3x3 52

I ,

i rBottIeNeckCSP ( BottleNeckCSP }—-———-> Convixl

Figure 10. YOLO v5 simplified architecture

In YOLO v5, the Leaky ReL.U activation function is employed in the hidden layers, while the sigmoid
activation function is utilized in the ultimate detection layer. SGD is the default optimizer function for the
YOLO v5. YOLO v5 computes the loss by utilizing a weighted sum of three distinct losses:

a. The class loss in YOLO v5 employs binary cross entropy (BCE);

b. The objectness loss in YOLO v5 utilizes BCE;

¢. The location loss in YOLO v5 which is intersection over union (loU).

loU loss is calculated by factoring overlap between the prediction and ground truth.

7. RESULT AND DISCUSSION
7.1. Model training

We explored a range of techniques to train the model. Initially, we trained the model using batch sizes
of 64 and an image size of 640. But due to low GPU memory issue batch size 6 is selected. We conducted our
training with SGD optimizer and with default hyperparameters and anchors. Figure 11 depict the data labeling
in training time.

7.2. Metrics

Our object detection models have two responsibilities: to locate the bounding box of an object and to
predict the label assigned to that box. Mean average precision is the standard method for assessing the
performance of mutually tasks performed by an object recognition model. When evaluating object detection
models, we must assess not only the model’s classification abilities but also its ability to accurately locate
objects. As a result, we require a distinct evaluation metric, known as the mean average precision (mAP). The
fundamental concept is to combine the evaluation of detection and classification abilities. The method used by
the mean average precision to determine the accuracy of a bounding box is called the loU. The loU for a
predicted hopping box P, Q and its corresponding minced truth label is computed using (3):

Area(P N Q)
Area(P U Q)

IoU(P,Q) = 3)

By utilizing loU values, we investigate various methods for determining true positives and false
positives. If the loU value meets a certain threshold, we classify it as a true positive. For instance, if we establish
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a threshold of 0.5, an example with an loU greater than 0.5 is classified as a true positive, while those with an
loU less than or equal to 0.5 are considered false positives. To calculate precision, divide the number of true
positives by the total number of positive predictions. This can be expressed as (4):

True Positives

Precision = 4

True Positives + False Negatives

Figure 11. Training data with labeling

We compute metrics for loU thresholds extending from 0.5 to 0.95 in increments of 0.05. The average
precision for a class is then determined by averaging the precision values for that class crossways all loU
thresholds. Finally, the mAP for n classes, where k represents each class, is computed as (5):

mAP =~ SAP, (5)

The percentage of total predictions that the model properly recognizes is known as accuracy. Recall
is the measure of the fraction of actual positives that the model correctly identifies. The F-1 score signifies the
harmonic mean of recall and precision. Mathematically, the metrics are specified as (6) to (8):

True Positives(TP)+ True Negatives(TN)

accuracy = " - - ; (6)
True Positives+ True Negatives + False Positives + False Negatives
TP
recall = @)
FP +TP
2(Precision * Recall
F1 = 2Precision » Recall) 8)

Precision + Recall

8. EVALUATION

During the training process, we monitored the act of the primary metrics on the validation set and
tracked the loss to ensure that we were not overfitting. Let us first examine the loss graphs, which are divided
into CLS loss, objective loss, box loss. Here from Figure 12, we see that ‘box_loss’, ‘obj_loss’ and ‘class_loss’
gets down smoothly till 290 epochs but after 290 epochs obj_loss tends to increase, a sign of overfitting. So,
we stopped our training. Table 3 include evaluation time performance of our model.
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Figure 12. Box_loss, obj_loss and class_loss graph

Table 3. Evaluation time performance metrics

Loss Train dataset  Val dataset
Box_loss 0.01 0.01
Obj_loss 0.14 0.15

Class_loss 0.009 0.01

During training, we tracked the mAP for the range of 0.5 to 0.95. Figure 13 shows that, over epochs,
there is indeed an inverse correlation between the mAP and the loss, as anticipated. From the Figure 14 we can
see that machine generated document from the physical handwritten document in Figures 15(a) and (b). We
can also see that there are some ambiguities while predicting certain classes (bolded text). This problem can
be eliminated by growing the number of samples in the dataset.

metrics/precision metrics/recall

08 08

06 06

02 02

0.0 00

100 200 300 0 100 200 300

metrics/mAP_0.5 metrics/mAP_0.5:0.95

0.0 0.0

0 100 200 300 0 100 200 300

Figure 13. mAP50 and mAP95 graph
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Figure 15. Handwritten input and output; (a) handwritten input given to the model and (b) predicted output

with accuracy
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From the confusion matrix in Figure 16(a), it may seem like class 74,76,89,114,124 are not classified
properly but class (74,57), (76,60), (89,43), (114,42), (124,119) are same class. Due to lots of class it is printed
as a heatmap for better understanding. Figure 16(b) indicates that some classes get misclassified with low
probability (low color intensity), which can be eliminated by increasing the number of epochs in the training.

(b)

Figure 16. Matrix; (a) confusion matrix and (b) confusion matrix (zoomed)

9. CONCLUSION

In our research, we have addressed the task of recognizing Bengali words from handwritten
documents. To facilitate research in this domain, we have developed and made publicly available our own
dataset named “Omar Ekush”. The inclusion of this dataset will significantly aid future studies in the field of
Bengali word recognition. Additionally, we have developed a custom annotation software called HAWAN,
which streamlines the process of dataset annotation, further enhancing the accessibility and usability of the
dataset. Our experiments have demonstrated the effectiveness of the YOLO v5 model trained on the “Omar
Ekush” dataset for word recognition in handwritten images. The model showcased impressive performance, as
measured by the mAP metrics. This indicates that our model can accurately and robustly identify Bengali words
from handwritten documents. Furthermore, the ‘Omar Ekush’ dataset’s depth and diversity extend its utility
beyond word recognition to areas like handwriting analysis and document understanding. Our annotation tool,
HAWAN, has potential for adaptation to various languages. Together, they provide a robust foundation for
future research, fostering innovation in handwriting recognition and document analysis. In conclusion, our
work significantly contributes to academic and practical aspects of Bengali word recognition and handwriting
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analysis. We encourage researchers and practitioners to utilize the ‘Omar Ekush’ dataset and explore
HAWAN’s capabilities to advance handwritten text recognition and related fields. In the future, we aim to
improve Bengali word recognition by expanding the dataset with diverse data, introducing more data classes,
integrating the model with HAWAN for better annotations, optimizing hyperparameters, and utilizing a more
powerful GPU for faster training and experimentation. These efforts will lead to enhanced accuracy and
robustness in recognizing Bengali words from handwritten documents.
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