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 Speech enables clear and powerful idea transmission. The human voice, rich 

in tone and emotion, holds unique beauty and significance in daily life. 

Vocal pitches vary by gender and are influenced by emotions and languages. 

While people naturally perceive these nuances, machines often struggle to 

capture these subtle distinctions. Machines may struggle to detect these 

nuances, but people effortlessly perceive them. This project aims to use 

various machine learning (ML) and deep learning (DL) techniques to 

reliably determine an individual’s gender from a corpus of Bengali 

conversations. Our dataset comprises 3185 Bengali speeches, with 1100 

delivered by males, 1035 by women, and 1050 by those who identify as third 

gender. We employed six distinct feature extraction techniques to examine 

the audio data: roll-off, spectral centroid, chroma-stft, spectral bandwidth, 

zero crossing rate, and Mel-frequency cepstral coefficients (MFCC). 

Extreme gradient boosting (XGBoost), support vector machines (SVM), K-

nearest neighbors (KNN), decision trees classifier (DTC), and random forest 

(RF) were employed as the five ML algorithms to comprehensively analyze 

the dataset. For a full study, we also included 1D convolutional neural 

networks (CNN) from the DL area. The 1D CNN performed extraordinarily 

well, exceeding the accuracy of all other algorithms with a stunning 99.37%. 

Keywords: 

Deep learning 

Gender classification 

Machine learning 

Mel-frequency cepstral 

coefficients  

Speech recognition 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Habiba Dewan Arpita 

Department of Computer Science and Engineering, Daffodil International University 

Dhaka-1216, Bangladesh 

Email: habiba15-14042@diu.edu.bd 

 

 

1. INTRODUCTION 

Linguistic and nonlinguistic information can be expressed through human speech, including age, 

gender, emotional state, language accent, and tone. It also provides paralinguistic signals, which give 

information about the speaker’s intent and attention. The diverse frequencies of each individual’s voice are 

shaped by the complexities of their vocal cord model. The complex quality of human speech is an essential 

component of productive communication [1]. 

Speech-based gender categorization is the process of automatically classifying individuals into 

gender categories, such as male, female, or other gender identities, based on qualities observed in their 

speech. Advancements in speech recognition technology have completely transformed the process of gender 

recognition, which used to rely on manual analysis. Speech recognition is a game-changing technology that 

has altered the way people interact with computers and other gadgets by enabling spoken word 
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communication and diminishing reliance on conventional input techniques. Speech recognition systems are 

now significantly more precise and efficient thanks to the integration of machine learning (ML) and natural 

language processing (NLP) techniques [2]. In the domains of artificial intelligence and human-machine 

interaction, gender detection from speech is significant because it helps personalize voice-activated systems 

to the demands of the individual user. Applications include tailored marketing that alters information 

according to gender preferences [3].  

In biology, there are three distinct genders: male, female, and a third gender. Individuals who do not 

identify as either male or female are classified as belonging to the third gender. When it comes to biology, 

the term “third gender” usually describes people who do not strictly fall into the binary categories of male or 

female. This is because of abnormalities in the production of crucial chromosomes. We must acknowledge 

the presence of individuals who identify as a third gender in our culture. By acknowledging the existence of 

third-gender individuals, we can safeguard their entitlement to autonomy, equality, and respect [4], [5]. 

According to our finding speech gender classification traditionally focuses on distinguishing 

between males and females, neglecting the inclusion of the third gender. Therefore, we have seized this 

chance to incorporate the third gender into Bengali speech gender classification alongside males and females. 

Third-gender people have quite different and unique speech tones than males and females and we can 

differentiate them by hearing their voices also. Speech recognition is still a demanding task, especially when 

working with specific languages like Bengali. Furthermore, before trying any form of speech recognition, it 

is important to correctly identify the speaker’s gender. This work examines “gender classification from 

Bengali speech” offering an in-depth investigation of deep learning (DL) and ML methods. 

The main purpose of this work is to analyze the effectiveness of particular ML and DL algorithms at 

the confluence of gender and voice recognition. Using a complete evaluation of feature extraction approaches 

and algorithmic frameworks, our purpose is to illuminate the barriers and opportunities connected to gender-

specific voice recognition, specifically regarding Bengali language patterns. To address the potential gender-

related influences on speech recognition system accuracy, we employed a range of algorithms, including 

extreme gradient boosting (XGBoost), random forest (RF), support vector machines (SVM), K-nearest 

neighbors (KNN), decision trees (DT), and proposed convolutional neural networks (CNN) [6]. But before 

these techniques could be employed, it was required to extract features from speech so that computers could 

correctly analyze and comprehend human speech. To turn essential acoustic characteristics such as roll-off, 

zero crossing rate, Mel-frequency cepstral coefficients (MFCC), spectral centroid, chroma-short-time Fourier 

transform (STFT), and spectral bandwidth into a numerical form that can be examined, this process must be 

accomplished. To support applications like voice recognition, speaker recognition, emotion detection, and 

language modeling, feature extraction is needed for precise and successful speech processing. We mindfully 

created a well-balanced dataset of 3,185 samples that yielded the following three speaker groups: men, 

women, and third gender. The inclusion of the third gender category expanded the notion of gender 

recognition, filling a research gap. 

 

  

2. LITERATURE REVIEW 

In this segment, we conducted a literature review on various existing studies in speech recognition 

and speech gender recognition. Some researchers use ML methodologies employed in speech recognition 

research. For speaker verification, Safavi et al. [7] I-vector-based age group identification accuracy was 

82.62%, and its Gaussian mixture model (GMM)-SVM gender identification accuracy was 79.18%. 1100 

kids in three age groups (AG1, AG2, and AG3), ranging from kindergarten to grade 10, participated in the 

study. A dataset with 20 languages was analyzed by Alkhawaldeh [8], the research was able to attain 

impressive accuracy wiht DL norm-99.97% and SMO-99.7% in gender recognition. Sharma and Mala [9] 

employed a hybrid SVM and principal component analysis (PCA) technique to attain a 91% accuracy in gender 

classification and finally enhanced accuracy to 98.42% by incorporating PCA with SVM Hamdi et al. [10] 

detected gender using the Kaggle Arabic natural audio dataset (ANAD). In Arabic speech, gender could be 

recovered with 96.02% and 95.30% accuracy, respectively, using models such as linear SVM and logistic 

regression (LR). Spectral subband centroids (SSCs), MFCC, and energy-related features were employed by 

Guerrieri et al. [11] using the EMOVO dataset and achieved an excellent 97.8% gender detection accuracy 

by adopting a hierarchical approach with GMM, Gaussian regression (GR), and SVM. Gupta et al. [12] 

conducted a comparison between stacked ML models and traditional ML models using 20 acoustic features. 

The accuracy rates were 97.05% for stacked neural networks (NN), 96.72% for stacked DT, and 96.72% for 

stacked SVM. In contrast, individual models such as classification and regression trees (CART), NN, and 

SVM yielded accuracies of 95.10%, 95.52%, and 95.78%, respectively. Sahney et al. [13] achieved 98% 

accuracy using the XGBoost algorithm within a 0-280 Hz frequency range. Raahul et al. [14] conducted a 

comparison of 5 ML algorithms, namely linear discriminant analysis (LDA), KNN, CART, SVM, and RF 

where SVM outperformed the others in classification. Nashipudimath et al. [15] obtained accuracy for gender 
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recognition and emotion recognition 98.88% and 72.02% respectively using voice activity detection (VAD), 

MFCC, PCA, and SVM. Kannapiran et al. [16] proposed an approach of forward rajan transform (FRT) 

feature extraction with a light gradient boosting machine (LightGBM) classifier in different datasets like 

speech accent archive (SAA), common voice (CV), TIMIT Acoustic-Phonetic Continuous Speech Corpus, 

and voice gender dataset (VGD). VGD achieved an accuracy of 91.8%, 96%, 99.9%, and 93.5%, respectively 

0.958. 

Some researchers explore feature extraction techniques for speech recognition work and used DL 

approach. On downsampled speech samples using x- and d-vector algorithms, Kwasny and Hemmerling [17] 

achieved a 99.60% accuracy in a comparable context by using two-stage transfer learning and the QuartzNet 

embedder, among other x-vector embedder techniques. Utilizing temporal convolutional networks (TCN) 

with WavLM pre-trained features, Lebourdais et al. [18] got a comprehensive accuracy of 92.1% in gender 

detection, for male it was 97.8% and for females 94.9%. TCN showed 63.4% accuracy for overlapped speech 

detection (OSD). Forty male and forty female participants made up the dataset. Ertam [19] developed a 

reliable technique for gender detection obtaining an incredible 98.4% accuracy in gender prediction by using 

aural clues to establish gender in a dataset of 3168 samples that were uniformly split between male and 

female voices. Liztio et al. [20] deployed a backpropagation neural network (BPNN) for gender detection 

utilizing 100 personal records. Discrete Fourier transform (DFT) was utilized to extract features. On a private 

dataset, the overall accuracy was 72% (76% for males and 68% for females), while on the Kaggle dataset, the 

overall accuracy was 73% (88% for males and 58% for females). 

Many researchers utilize a combination of DL and ML techniques. These papers are examined to 

provide insight into the integration of multiple methodologies in speech-related research.  

Sánchez-Hevia et al. [21] employed i-vectors and the STFT to classify age and gender. The models utilised, 

CNN, temporal convolutional network (TCN), and support vector regression, yielded 81% convolutional 

recurrent neural network (CRNN), 79% convolutional temporal convolutional network (CTCN), 72% TCN, 

and 76% CNN precision rates. Nugroho et al. [22] employed DL to attain outstanding gender recognition 

accuracy in Javanese speech. Success was aided by approaches such as singular value decomposition (SVD), 

LR, and SVM also gave good results with accuracies of 95.76%, 93.33%, and 97.78%, respectively. Speech 

emotion recognition for both genders, including a spectrum of emotions, was the main focus for Mishra and 

Sharma [23] on a range of datasets named RAVDESS, CREMA-D, SAVEE, and TESS. The CNN+GAP 

model achieved a stunning 92.28% accuracy rate in detecting emotions from audio data. The evaluation 

comprises CNN, SVM, and MFCC models. Yu et al. [24] used the LibriTTS and VCTK databases for 

gender-free speech style transfer in a related investigation. The method included a speech gender encoder, 

text-to-speech (TTS) synthesizer, neural vocoder network, and rule-based model. Livieris et al. [25] used a 

variety of semi-supervised models and algorithms with 366 voice samples in “.wav” format. Similarly, 

Jayasankar et al. [26] collected metrics including zero crossing rate, energy entropy, and short-term energy 

from 80 voice signals to establish gender with accuracy and precision were 79% and 83%, respectively. To 

increase privacy in speech recognition, Stoidis and Cavallaro [27] developed gender-ambiguous sounds using 

the LibriSpeech dataset. GenGAN, a generative adversarial network (GAN), produced voices that were 

uncertain about gender with an efficacy of 76.64%. 

 

 

3. METHOD 

There are numerous steps in the gender recognition process in Bengali, and each one is crucial to the 

overall. Data collection is the first step, which is then followed by feature extraction, data preparation, and 

algorithm implementation. Although there are a variety of ways available for accomplishing this work, 

Figure 1 depicts the strategy we opted to use. 

 

3.1.  Dataset 

Data acquisition is a complex and time-consuming process, particularly when utilized for research; 

this difficulty arises when speech data in a language like Bengali needs to be acquired. We diligently 

collected 3185 data points, which included 1100 samples of men, 1035 samples of women, and 1050 samples 

from persons who identify as third gender. Figure 2 explains a clear outlook of the dataset class distribution. 

A series of twenty Bengali sentences, each lasting no more than two to three seconds, were provided to each 

participant. The purpose was to record a wide diversity of language expressions in a limited length of time. 

Mobile phones were used for all audio recordings, giving a handy and approachable technique for capturing 

data. This rigorous strategy of acquiring data guarantees the diversity and richness required for a complete 

analysis of gender recognition in Bengali speech. 
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Figure 1. Working method 
 

 

 
  

Figure 2. Dataset class distribution 

 

 

3.2.  Feature extraction 

Feature extraction is a crucial method in audio processing that extracts and highlights key auditory 

elements like pitch, spectral content, and temporal aspects. This process streamlines data processing and aids 

in tasks like speaker identification and speech recognition. It goes beyond ML and pattern detection, 

enhancing computational efficiency and understanding speech patterns [28], particularly in research on 

gender recognition in Bengali speech.  

 

3.2.1. Chroma feature 

“Chroma” refers to the pitch rotation angle around a helix, revealing energy distribution within 

specific pitch classes. A Chroma STFT graphic shows energy distribution over time, using the STFT to 

divide an audio input into frequency components. Figure 3 portrays the chromagram and frequency 

amplitude for male, female and third gender voice samples. 

The time-frequency representation(TFR) technique currently possesses substantial mathematical 

foundations. Let’s assume that the discrete signal 𝑥(𝑛) is sampled at a sampling frequency of Fs (sampling 

frequency) in the time domain. STFT is applied to a signal by multiplying it with a window function 𝑤(𝑛) at 

a specified time instant 𝑡 [29]. 
 

𝑋(𝑡, 𝑘) = ∑ 𝑤(𝑛)𝑥𝑀−1
𝑛=0 (𝑛 + 𝑡)𝑒−2𝜋𝑗𝑛𝑘/𝑀  (1) 

 

3.2.2. Spectral centroid 

The middle frequency or average location within a signal’s spectrum is expressed by a metric 

known as the spectral centroid. The weights are determined by averaging the frequencies in the signal and 

comparing them to the magnitudes of the distinct spectral elements.  
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Figure 3. Chromagram and frequency amplitude of male, female, and third gender 

 

 

3.2.3. Spectral bandwidth 

A measurement called spectral bandwidth helps to clarify the frequency spectrum of a signal by 

providing information about the energy distribution across various frequencies as well as the dispersion or 

concentration of spectral components. Figure 4 has the spectrogram feature of male, female, and third gender 

audios. 
 

 

 
 

Figure 4. Spectrogram of male, female, and third gender 

 

 

3.2.4. Roll-off 

Roll-off offers information about the energy distribution and spectral features of a signal. The 

definition of this metric is a frequency threshold that encloses a specified percentage of the total spectral 

energy in a statistic illustration. It mathematically can be represented as (2) [30]: 
 

𝑟𝑜𝑙𝑙𝑜𝑓𝑓 = ∑ 𝑠𝑘 =
𝑑
𝑘=𝑏1

𝑁(∑ 𝑠𝑘
𝑏2
𝑘=𝑏1

) (2)  

 

3.2.5. Zero crossing rate 

The pace at which a signal changes sign inside a frame is known as the zero-crossing rate. Formally 

defined as (3) [31]: 
 

𝑧𝑐𝑟 =
1

𝑇
∑ ∥𝑇−1
𝑡=0 {𝑠𝑡𝑠𝑡 − 1 < 0} (3) 

 

Figure 5 contains the boxplot diagram for both roll-off and zero crossing rates of male, female, and third 

gender. 

 

3.2.6. Mel-frequency cepstral coefficients 

MFCCs simulate human hearing by using the discrete cosine transform on the logarithm of the 

signal’s power spectrum, produced via the Fourier transform. They record the short-term power spectrum and 

are commonly used in signal processing, aligning with human hearing features. The MFCC of the male 

female and third gender data sample is shown in Figure 6. Where x-axis represents time and y-axis represents 

MFCC coefficients (frequency-related features). 
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Figure 5. Boxplot for roll-off and zero crossing rate 
 

 

 
 

Figure 6. MFCC of male, female, and third gender 
 
 

DFT to extract information in the frequency domain [32]: 
 

𝑋[𝑘] = ∑ × [𝑛]𝑒𝑥𝑝𝑁−1
𝑛=0 (−𝑗

2𝜋

𝑁
𝑘𝑛)  (4)  

 

In summary, we compiled a comprehensive set of 26 voice features through our data collection and 

preparation efforts. These include various characteristics like roll-off, zero crossing rate, spectral centroid, spectral 

bandwidth, root mean square error, chroma features, and a set of twenty additional features derived from MFCCs. 

In a CSV file, these organized attributes were stored, facilitating the easy undertaking of algorithms. 

 

3.3.  Classification techniques 

3.3.1. Machine learning approaches 

To identify the optimal model, we have explored various machine-learning algorithms. We used a 

variety of methods, such as DT, KNN, SVM, RF, and XGBoost. 

 

3.3.2. Proposed convolutional neural network approach 

A 1D CNN’s convolutional layers are crucial for training hierarchical features and assessing one-

dimensional sequential input, making it useful for time series and signal processing, including voice-related 

tasks like gender recognition in Bengali speech. Tables 1 and 2 have the details about the model parameters 

and the model architecture. 
 

 

Table 1. Parameter tuning of proposed CNN technique 

Parameters 
Epoch Batch Optimizer Activation 

15 32 Adam Softmax 

 

 

Table 2. Proposed CNN model architecture 
Type of layer Output shape Parameter 

Conv1D 43×64 256 

Dropout 43×64 0 

MaxPooling1D 21×64 0 
Flatten 1344 0 

Dense 128 172160 

Dense 3 129 
Total params 172,545  

Trainable params 172,545  

Non-trainable params 0  
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4. RESULT DISCUSSION AND ANALYSIS 

A spectrum of performance evaluations, including accuracy, precision, recall, F1 score, and 

different error rates of all algorithms in this part, were investigated. Accompanying the assessment technique 

were extensive reasons and graphical descriptions in Figure 7. Our findings demonstrated that CNN 

performed better than other standard machine-learning models [33]. The Figures 8 and 9 contain the 

accuracy-loss graph and confusion matrix of the proposed CNN approach. 
 

 

 
 

Figure 7. Model accuracy 
 

 

 
 

Figure 8. Accuracy and loss graph of CNN 

 

 

 
 

Figure 9. Confusion matrix of CNN 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Exploring Bengali speech for gender classification: machine learning and deep … (Habiba Dewan Arpita) 

335 

Performance metrics, or scores, are critical for evaluating ML models to evaluate how effective they 

are at particular tasks. In addition, Table 3 provides the weighted averages of the following metrics: root 

mean squared error (RMSE), mean squared error (MSE), false positive rate (FPR), false negative rate (FNR), 

true positive rate (TPR), and true negative rate (TNR); these values are applied to all applied algorithms. 

These broad metrics offer a nuanced perspective of each model’s, advantages and weaknesses, permitting a 

careful and knowledgeable evaluation of how well each model performs concerning gender detection in 

Bengali speech. MSE is the square root of RMSE, which measures the intermediate squared difference 

between expected and actual values. FPR measures the percentage of actual negatives that are mistakenly 

predicted as positives; on the other hand, FNR measures the percentage of actual positives that are 

mistakenly predicted as negatives. The percentage of actual positives that are correctly predicted is measured 

by the TPR, while the percentage of actual negatives that are correctly predicted is assessed by the TNR [34]. 

Concerning Table 3, the metrics with the lowest values indicate that CNN outperforms the other networks in  

terms of MSE, RMSE, FPR, and FNR. 
 
 

Table 3. Performance evaluation with error rate for all models 
Algorithms Precision Recall F1-score MSE RMSE FPR FNR TPR TNR 

KNN 0.88 0.88 0.88 0.166 0.407 0.095 0.152 0.847 0.904 
SVM 0.91 0.91 0.91 0.098 0.314 0.121 0.133 0.866 0.878 

DT 0.92 0.92 0.92 0.114 0.338 0.125 0.063 0.936 0.875 

XGBoost 0.98 0.98 0.98 0.023 0.153 0.029 0.016 0.983 0.970 
RF 0.98 0.98 0.98 0.020 0.142 0.019 0.016 0.983 0.980 

CNN 0.99 0.99 0.99 0.006 0.079 0 0.006 0.993 0 

 

  

5. CONCLUSION 

In summary, our study effectively developed a method for identifying gender in Bengali speech, 

producing a distinct and diverse dataset that includes a range of Bengali conversations. The empirical 

evaluation’s conclusions showed how well several algorithms; CNN, XGBoost, SVM, KNN, DTC, and RF 

predict genders in speech samples from Bengalis with noteworthy accuracy rates ranging from 88% to 99%. 

This paper addresses gender categorization in non-English languages (Bengali in particular), which closes a 

significant gap in the literature. It provides useful insights into the performance of several algorithms in terms of 

gender prediction in this linguistic context. Many lines with various speech tones and emotional expressions 

were added to the dataset, increasing its richness and helping offset the study’s small number of speakers.  

Our future research aims to explore gender-based emotion identification and how feelings could 

vary between genders to understand better the connection between gender and emotional expression in 

Bengali speech. This work lays the foundation for future research on this topic, which advances our 

understanding of gender recognition and emotional dynamics in non-English languages. 
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