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1. INTRODUCTION

Human emotion is naturally expressed throughout every process of the human communication.
Emotions could be expressed through many types of natural responses such as bodily gestures, facial
expressions, sweat glands, language expression, and other responses [1]. One of the non-invasive ways to
detect human emotions is to analyze speech signal. Speech emotion recognition or SER is a research topic in
the development of artificial intelligence that focuses on analyzing a human speech signal to accurately
predict emotions embedded within the speech signal.

The current research advancement in the field of SER, has found that many studies have achieved
outstanding results in the case of estimating valence/arousal [2]-[4] and performing the task of emotion
classification [5]-[9]. One of the challenges that the SER faces currently is how the models encounter a
performance degradation issue when tested with data that comes from a different domain which occurs
because of the domain shifting problem [10]. This issue will undeniably be quite problematic when the SER
systems eventually are targeted to be implemented in real-world situations.

Domain adaptation is one method that can be used to produce a model that has good adaptability
when faced with data characteristics from different domains. One approach that has been reviewed in
previous studies is to reduce or eliminate the distribution of source and target domain data to minimize the
occurrence of domain shifting [11]. In addition, one approach using supervised domain adaptation utilizes
labeled utterances to adapt data in the source domain to the target domain [12]. In the case of SER, one thing
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that attracts the attention of researchers in solving this domain adaptation problem is the generative
adversarial network (GAN) model. This is because the GAN model can learn and produce data that
resembles the distribution of the input data [13].

A cross-lingual SER study was carried out by implementing a GAN-based SER model which was
designed in such a way that it did not require data labels in the target domain and obtained the highest
unweighted average recall rate (UAR) results in testing URDU target data by training the model using EMO-
DB with value 65.2% [14]. A 2021 study tested the conditional cycle emotional generative adversarial
network (CCEmoGAN) to increase the variability of data-aware source corpus data on the target corpus by
synthesizing the source corpus and obtaining a UAR of 51.13% [15]. In this research, a novel domain
adaptation approach is carried out by utilizing a GAN model which was trained by using a small sample of
the data taken from the target domain to enrich the training pool of the classifier in the hope of improving the
model's performance. Figure 1 illustrates the use of GANs in contribution of cross-corpus SER domain
adaptation.

Figure 1(a) illustrates the cross-corpus SER problem that arises when an emotion classification
model is trained on a specific source domain. This classification model may exhibit optimal performance
when used for emotion classification within the same domain. However, performance degradation occurs
when the model is tested on different target domain that has not been previously seen by the classification
model. The objective of this research is to propose and evaluate a domain adaptation method that utilizes a
GAN model to augment training data by incorporating synthetic data from a target domain to be adapted with
the data from the source domain, aiming to minimize performance degradation in cross-corpus SER. The
method proposed in this study is depicted in Figure 1(b).
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Figure 1. Cross-corpus SER; (a) problems and (b) the proposed domain adaptation approach
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2. METHOD

This research utilizes the HiFi-GAN model [16] which is used as a data augmentation method in
order to enrich the training data pool with the hope that the classification model that will be used will then
have prior knowledge of the characteristics of data from the target domain. The classification model that will
be used in this research is a one-dimensional deep convolutional neural network (DCNN) model, which is
based on the model proposed by Issa et al. [17] in 2020 because it has been proven to have satisfactory
performance for emotion classification. Figure 2 depicts the research stages carried out in this study. These
stages include data fetching, GAN model development, domain adaptation approach, pre-processing,
classification model development, and model evaluation.
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Classification Model

.47 Model Evaluation | Development Pre-processing -

Figure 2. Research process flow

2.1. Data fetching

This research is performed by using data that originated from two emotional speech corpora from
different languages, namely the ryerson audio-visual database of emotional speech and song (RAVDESS)
Dataset in English [18] and EMO-DB in German [19]. Table 1 presents the distribution of the number of
utterances from each emotion class from the RAVDESS and EMO-DB datasets. Both corpora have data
differences in the availability of emotion classes. For example, the RAVDESS dataset has the emotion class
'sad’, whereas EMO-DB does not have that emotion class. To avoid zero-prior knowledge problems in this
study, each emotion class that has an availability conflict between them will be eliminated [20].

Table 1. Number of utterances for each emotion class in RAVDESS and EMO-DB
Emotion class RAVDESS EMO-DB

Angry 192 127
Anxiety - 72
Boredom - 81
Calm 192 -
Disgust 192 46
Fearful 192 69
Happy 192 71
Neutral 96 79
Sad 192 -
Surprised 192

2.2. Generative adversarial networks model

HiFi-GAN is a GAN model that consists of a single generator and two discriminators which are
used to synthesize audio signal data [16]. The HiFi-GAN generator structure shown in Figure 3 is based on a
CNN model that receives input in the form of a mel-spectrogram and performs upsampling by applying
transposed convolutions until the output sequence reaches the temporal resolution of a raw waveform. The
two discriminators used in HiFi-GAN shown in Figure 4, are the multi-period discriminator (MPD) and the
multi-scale discriminator (MSD) with each having its own tasks. MPD focuses on capturing the structure of
the whole audio signal implicitly [16]. On the other hand, MSD is intended to capture sequential patterns
with long-term dependencies. The MSD used in HiFi-GAN is adapted based on the MelGAN model [21]
form a previous study.

The Hi-Fi GAN model is used to produce synthetic speech data using real data taken from the target
domain on a small sample pool. The model used in this research is a pretrained model UNIVERSAL_V1 that
has been trained using 3 different speech corpus such as LJ Speech Dataset [22], LibriTTS [23], and VCTK
[24]. Figure 5 shows the mel-spectrogram comparison between the real and synthetic data of utterances of an
emotion.
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Figure 4. The structure of discriminator in HiFi-GAN [16]

Figure 5(a) presents a visualization of the mel-spectrogram of the original audio signal extracted

from the Emo-DB corpus for the neutral emotion. Meanwhile, Figure 5(b) shows the mel-spectrogram
visualization of the synthesized data generated by the HiFi GAN model used in this study. In general, the
audio signals appear quite similar to their original counterparts throughout the signal. The most significant
visual differences can be observed in frequencies above 8192 Hz, indicating the presence of new signal
artifacts not present in the original data.
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Figure 5. Mel-spectrogram of; (a) real speech data and (b) generated synthetic data of neutral emotion taken

from the EMO-DB corpus
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The Hi-Fi GAN model is used to produce synthetic speech data using real data taken from the target
domain on a small sample pool. The model used in this research is a pretrained model UNIVERSAL_V1 that
has been trained using 3 different speech corpus such as LJ Speech Dataset [22], LibriTTS [23], and VCTK
[24]. Figure 5 shows the mel-spectrogram comparison between the real and synthetic data of utterances of an
emotion.

2.3. Domain adaptation approach

The domain adaptation approach carried out in this research is the use of a training pool that has
been adapted to the target domain by enriching the training pool with synthetic data produced by the HiFi-
GAN model which then will be used to train the classification model. This is done in the hope that the
classification model will be able to have prior knowledge of the characteristics of the target domain data by
only utilizing a small portion of the data from the target domain so that it can be used to obtain better
emotion classification accuracy.

The domain adaptation approach begins by taking a small data sample from the target domain which
is then used to train the HiFi-GAN model. After the model has been successfully trained and has achieved
optimal data synthesis results, the data augmentation can be carried out. Synthetic audio signal data from the
target domain will then be entered into a final training pool which will later be used to train the classification
model for testing against the target domain. Figure 6 is a diagram of the domain adaptation approach
proposed in this research. In this figure it is assumed that each source and target domain have 5 emotion
classes (color coded) where a small portion of data from the target domain will be taken to be used as training
data for the HiFi-GAN model.
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Figure 6. Domain adaptation approach

In this study, the HiFi-GAN model takes a total of 25% of each emotion class from the target
domain to be reproduced as synthetic data which then will be adapted with source domain. This study also
uses two different class balancing methods which will also affect the total amount data that will be
augmented. This is because the class balancing methods in this study are done before the HiFi-GAN model
produces the synthetic data.

Prior to training using the adapted training pool, the data synthesis process needs to be conducted
first. The availability of utterances in each class will affect the amount of data that needs to be synthesized, as
this study utilizes 25% of the total available data in a particular emotion class. Table 2 presents a
recapitulation of the total input data used in each emotion class with different class balancing methods. The
column labeled REAL indicates the total utterances available in an emotion class, while the column
SYNTHETIC (+sEMO/+sRAV) represents the amount of synthesized data to be generated by adjusting the
proportion of available utterances in that emotion class, which is 25% of the REAL data total.
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Table 2. Data input total with different class balancing method

EMO-DB RAVDESS
Class balancing method Emotion class SYNTHETIC SYNTHETIC
REAL 7 1emo)  REAL 7 (israv)
Not balanced Neutral 79 20 96 24
Disgust 46 12 192 48
Happy 71 18 192 48
Sad 62 16 192 48
Angry 127 32 192 48
Fearful 69 18 192 48
Undersampling Neutral, disgust, happy, sad, angry, and fearful 46 12 96 24
Oversampling Neutral, disgust, happy, sad, angry, and fearful 127 32 192 48

2.4. Preprocessing

The preprocessing done in this research was carried out through several stages. In the initial stage,
the number of utterances in each emotion class needs to be balanced to avoid underrepresented classes which
can have a negative impact on model performance [25]. In this study, the imbalance class handling method
was carried out using the undersampling, and oversampling method.

The next preprocessing stage is to concatenate the entire speech signal taken from the final adapted
training pool for each emotion class into one long signal. This was done because previous studies have been
shown to significantly improve the performance of the SER model [26]. Signal concatenation needs to be
done before other preprocessing stages are carried out to ensure that the entire speech signal will have a
uniform and continuous character.

To ensure that high-frequencies signals are not interfered with random noise, pre-emphasis is
performed. Pre-emphasis is carried out mainly on data with quite diverse variations, as well as data that has
uncertain signal-to-noise-ratio (SNR) consistency [27]. In the case of cross-corpus, it is safe to say that pre-
emphasis is one of the most crucial stages to ensure the model can get optimal results.

Apart from pre-emphasis, another preprocessing stage that can help improve the quality of sound
signal data is root mean square (RMS) normalization. RMS Normalization is carried out with the aim of
adjusting the overall level of the sound signal [28]. The RMS normalization process is done by calculating
the RMS value of the sound signal and using this value to adjust the entire signal until it reaches a target
value.

The final step in preprocessing is to perform framing and windowing. In this step, the concatenated
speech signal is divided into smaller segments, referred to as frames. Each frame is then subjected to feature
extraction, where these features will be used as input to the model for training and classification. In this
research, the length of each frame of the audio signal that is cut is 2 seconds. To ensure that there is
continuity between the segments of each frame, a windowing function is used. The windowing function used
in this step is the Hanning window [29].

The signal features used in this study consist of five commonly used speech signal features in
several previous SER studies [17], [30]. These features include Spectral Contrast, Tonnetz, Chromagram,
Mel-Spectrogram, and mel-frequency cepstral coefficients (MFCC). These five features, once extracted, are
concatenated into a one-dimensional array by calculating the mean of each value along the time axis, and
then stacked into a one-dimensional array. However, previous research has shown that the order in which
these features are stacked can significantly impact the classification model's performance [30]. Therefore,
based on the research by Tanoko and Zahra [30], this study uses the most optimal stacking order found,
which is Spectral Contrast, Tonnetz, Chromagram, Mel-spectrogram, followed by MFCC. Table 3 shows the
number of coefficients taken from each speech feature.

Table 3. Total number of different features extracted for each frame
Speech feature Number of coefficient (n)

Spectral contrast 7
Tonnetz 6
Chromagram 12
Mel-spectrogram 128
MFCC 40

2.5. Classification model development
This study utilizes the CNN model used by Issa et al. [17] in their 2020 study to perform the
classification of 7 emotion classes on the RAVDESS dataset with an accuracy rate of 82.86%. The
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implemented model accepts stacked feature arrays with a size of 193. The first convolutional layer uses a
filter size of 256 with kernel size of 5 and stride of 1. Then it is taken to the next convolutional layer which
uses a filter size of 128 with a kernel size 5 and stride of 1. A dropout layer with a dropout rate of 0,1 is then
added followed by a max pooling layer with a pool size of 8. Then, the next convolutional layer uses a filter
size of 128 with a kernel size of 5 with stride of 1. Then followed by another dropout layer with a dropout
rate of 0,2. Then, the output is then flattened using a flatten layer which then followed by a dense layer with
the size of 5 that represents the number of emotion class that the model will try to classify. The topology of
the model used in this study is shown in Figure 7.
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Figure 7. The topology of the classification model

3. RESULTS AND DISCUSSION
3.1. Results

Based on the results of the experiments performed, each model tested achieved different
performance metrics shown in Table 4 that show the effects of implementing the domain adaptation method
proposed in this study. The result shows that the with use of the domain adaptation, all the test results show
an improvement on the accuracy of the classification model on cross-corpus SER. The results show that the
best performance improvement achieved in the case of adapting EMO-DB to a RAVDESS as a source
domain which shows a 28.77% increase in unweighted accuracy in performing 6 emotion classification. The
average unweighted accuracy of cross-corpus SER shown in Table 5 also shows that the domain adaptation
approach used in this research generally improves the classification performance of cross-corpus SER. The
best performance improvement average of cross-corpus SER across three different class balancing methods
reaches an 18.293% increase in the case of RAVDESS as a source domain with adapted EMO-DB as a target
domain.

3.2. Discussion

Among the three class balancing methods tested, the domain adaptation method generally improves
the accuracy of the classification model. However, it is observed that this domain adaptation method works
best by having more data available in target domain since the HiFi-GAN model takes 25% of data from the
target domain to be adapted into the source domain. One downside to this method is where the target domain
needs to have pre-existing data to be taken in order to work. Further research may explore dynamic data
handling using this domain adaptation method where the target domain data can start at zero and is added
progressively to simulate a real-world situation where the data size may change dynamically.
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Table 4. Model evaluation results

Class balancing Source Target . E_valuatlon metrics Domain . UA
. . Unweighted Weighted - F1 difference
method domain domain Precision  Recall adapted?
accuracy accuracy score (%)
Not balanced EMO EMO 78.17 78.67 79.45 78.17  78.27 NO
EMO RAV 25.31 24.48 25.22 2531 2591 NO +12.23
EMO RAV 37.54 36.94 37.66 3754 36.85 YES
(+sRAV)
RAV RAV 51.01 49.18 50.09 51.01 50.09 NO
RAV EMO 40.49 39.84 40.44 40.49  40.54 NO +12.92
RAV EMO 53.41 51.92 52.84 5341 53.34 YES
(+sEMO)
Undersampling EMO EMO 81.29 81.90 82.63 81.29 81.60 NO
EMO RAV 24.64 24.54 24.76 2464  24.89 NO +10.88
EMO RAV 35.52 35.39 35.29 35,52 34.88 YES
(+sRAV)
RAV RAV 61.31 60.65 60.89 61.31 60.56 NO
RAV EMO 34.21 34.14 35.26 3521 35.23 NO +13.61
RAV EMO 47.82 46.83 47.61 4782 4749 YES
(+sEMO)
Oversampling EMO EMO 80.30 79.76 80.34 80.30 80.21 NO
EMO RAV 35.82 35.98 36.31 3582 35.78 NO +13.39
EMO RAV 49.21 49.38 50.46 4921  49.78 YES
(+sRAV)
RAV RAV 52.63 52.28 53.46 52.63 52.90 NO
RAV EMO 41.64 40.73 43.77 4164  41.90 NO +28.77
RAV EMO 70.41 69.04 70.31 70.41  70.09 YES
(+sEMO)

EMO is EMO-DB corpus, RAV is RAVDESS corpus, and (+sSEMO/+sRAV) is marks the source domain that has been adapted with synthetic data from
the EMO/RAYV domain.

Table 5. Average unweighted accuracy difference of cross-corpus SER with domain adaptation applied
Source domain  Target domain  Average UA difference (%)
EMO RAV +12.667
RAV EMO +18.433

4. CONCLUSION

This study aims to explore the impact of the implementing a domain adaptation method by utilizing
a GAN model in order to tackle the performance degradation of the cross-corpus SER problem. Based on the
results, it can be concluded that the domain adaptation approach used in this study could generally improve
the performance of cross-corpus SER ranging from 10.88% to 28.77%, with the highest average performance
increase reaching 18.433% which was achieved in a test where RAVDESS was used as the source domain
and EMO-DB as the target domain.

Although the research results show significant performance improvement, this study has several
limitations. One limitation is that it relies on two corpora with labeled data availability for the training
process. Future research could explore the development by incorporating unlabeled data. Additionally, the
data used in this study was recorded using optimal methods in controlled environments. Therefore, testing on
data simulating real-world scenarios, including environmental ambiance and noise, could be conducted for
further research.
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