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 The categorization of opinions into positive, negative, or neutral facilitates 

information gathering, pinpointing individual weaknesses, and streamlining 

the decision-making process. Precision in opinion classification enables 

decision-makers to extract valuable insights, make well-informed decisions, 

and execute suitable actions. Sentiment analysis is language-specific due to 

the distinct morphological structures unique to each language, distinguishing 

them from one another. This study implemented a rule-based sentiment 

analysis approach for Kafi-noonoo opinionated texts, leveraging a rule-based 

system tailored for smaller datasets that operate based on a predefined set of 

rules. The rule-based mechanism calculates the overall polarity of a given 

sentence by applying a set of rules and categorizes it into positive, negative, 

or neutral sentiments upon identifying sentimental terms from a dedicated 

file. While the analysis utilized 1,500 words sourced from Facebook and 

music review samples, the modest sample size yielded satisfactory results. 

Performance evaluation metrics such as precision, recall, and F-measure 

were employed, indicating positive word scores of 91%, 86%, and 88.4%, 

and negative word scores of 80%, 75%, and 77%, respectively. 
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1. INTRODUCTION 

Individuals constantly attempt to convey ideas, views, feelings, and other information through 

language. People can now use their language for a variety of online purposes, such as topic modeling, 

information extraction, sentiment analysis (also known as opinion mining), and information retrieval (IR), 

thanks to technological advancements. The practice of examining product evaluations or other issues to 

ascertain the general perception or emotion of a product, public services, issues, subjects, and other specific 

items is known as sentiment analysis [1]-[3]. Reviews are an example of what is referred to as user-generated 

content, and they are gaining popularity as a valuable tool for marketing departments, sociologists, 

psychologists, and other professionals who may be interested in public opinion, viewpoints, and general or 

personal sentiments. Opinions and the opinions of others play a very important role in our decision-making 
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process [4]. In recent years, research on the intersection of IR, artificial intelligence, and natural language 

processing has rapidly expanded to include sentiment analysis [5]. It is the subfield of natural language 

processing, and it classifies the given text into three categories: positive, negative, or neutral [6]-[8]. One way 

of doing this is through a lexicon of sentiment-laden words, each annotated with its respective polarity [9]. 

Lexicon-based methods use a word stock dictionary with opinion words and match a given set of words in a 

text to find polarity [10]. A sentiment analysis method that analyzes how opinions, reactions, impressions, 

emotions, and perspectives are expressed in a language [11]. Sentiment analysis plays a very important role 

in finding out the opinion of the user [12]. 

Additionally, governments, organizations, public services, various offices, and businesses all benefit 

greatly from sentiment analysis since it gives them a general idea of how consumers and customers feel about 

their offerings [13], [14]. For sentiment research, there are different levels; document level analysis focuses 

on understanding the general view of the document, it is categorized as good, bad, and ok instead of 

providing the insights or actual sense or purpose of the document. Sentence level; sentences are treated as 

separate parts and given labels denoting positive, negative, or neutral sentiment. Sentence-based analysis is a 

useful technique to detect changes in a document's opinion. It provides a more complex interpretation of the 

message by highlighting variations and fluctuating emotions throughout the text. Aspect/feature level; this 

finds and assesses the sentiment connected to certain topics or sections of a document rather than examining 

the general emotions, it divides the document [15].  

In this study, a rule-based sentiment analysis approach was proposed for the Kafi-noonoo language 

to address the relevance of sentiment analysis in this context. Rule-based methods typically involve defining 

specific rules in a particular scripting language to identify subjectivity, polarity, or opinions [16]. Compared 

to other approaches like Naïve Bayes, rule-based methods are considered more efficient and offer better 

interpretability of the results [17]-[19]. 

Although sentiment analysis can be applied to any human language, certain methods may be 

language-specific, especially when employing rule-based techniques [20]-[22]. Sentiment analysis, being an 

amalgamation of linguistics and computer science, has predominantly focused on advanced languages such 

as English, Arabic, and others, with techniques that are not easily transferable to other languages. Even with 

local languages like Amharic, Afaan Oromo, and Tigrigna, there have been limited attempts at sentiment 

analysis. To the best of our knowledge, there has been no such trial conducted on the Kafi-noonoo language. 

For decision-makers, having valuable insights or indicators derived from sentiment analysis can aid in 

making informed decisions and taking appropriate actions. However, as of now, there is a lack of 

mechanisms specifically tailored for sentiment analysis in the Kafi-noonoo language. This highlights the 

significance and potential for further exploration and research in this language domain. 

Spoken in the Kaffa Zone, Kafi-noonoo is one of the Omotic languages. The Kaffa Zone is currently 

found in Ethiopia's southwest. As per the CSA (2008) data, 870,213 individuals speak it. Kafi-noonoo was 

classified as belonging to the Gonga Gimojan branch of the northern Omotic. The Kafa people refer to 

themselves as Kafecho and Kafa is their self-name. To be more precise, the word "Kafa" designates the 

location or homeland of the Kafa people, whilst the terms "Kafecho" and "Kafechi" designate the male and 

female Kafa people, respectively. The word "Noonoo" in Kafa means "the tongue," which is another 

language word [23]. 

While sentiment analysis methods have advanced significantly in recent years, analyzing 

opinionated writing in languages like Kafi-noonoo, known for its intricate morphological structures, remains 

a challenge. These languages often pose difficulties due to their heavy reliance on statistical models or 

machine learning algorithms trained on vast corpora. As a result, existing sentiment analysis techniques may 

struggle to capture the subtle nuances of opinion expression in languages rich in linguistic variables [24]. 

Moreover, the current majority of sentiment analysis techniques tend to oversimplify the complex 

subjective beliefs and sentiment intensities often present in opinionated literature. They often prioritize simple 

polarity categorization over nuanced understanding. Therefore, given the unique grammatical structures and 

cultural nuances of languages such as Kafi-noonoo, there is an urgent need for specialized sentiment analysis 

techniques tailored specifically to these linguistic contexts. These techniques should effectively identify and 

interpret subjective sentiments articulated in textual content [25]. This study aims to bridge this gap by 

introducing a rule-based approach specifically designed for analyzing opinionated sentiment in the  

Kafi-noonoo language. By advancing sentiment analysis methodologies for underrepresented languages, this 

approach promises a deeper insight into public opinion within diverse linguistic environments. 
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2. METHOD 

2.1.  Data collection 

The numerous social media sites are the source of the data used in this study. We were able to gather 

information from Kaffa Zone, YouTube, and Facebook. We obtained a great deal of information from 

YouTube since, in comparison to other social media platforms, it provided a greater representation of a 

variety of music, speeches, and other emotions. For our evaluation, we gather 500 sentences totaling  

1,500 words from various fields, and we manually identify 354 good and 176 negative words from various 

sources. Because there is not much online content for Kafi-noonoo, data extraction was challenging and time-

consuming. 

 

2.2.  Tools and techniques  

We selected the Python programming language as our primary coding tool for its robust natural 

language processing capabilities, particularly in sentiment analysis, making it a powerful choice. Before 

delving into sentiment analysis, we diligently conducted several preprocessing steps to optimize our 

techniques. These steps encompass stop-word removal, normalization, and tokenization. Our workflow 

commenced with tokenization, where input data was segmented into distinct tokens. The core task involved 

categorizing genuine feedback into positive and negative classes. By leveraging a predefined set of 

delimiters, such as spaces, the text input was efficiently parsed and tokenized. In the context of the Kafi-

noonoo language, normalization played a pivotal role in standardizing text by addressing variations in letter 

cases, ensuring consistency throughout. In our approach, stop words were systematically excluded from the 

analysis since they bear no relevance in the evaluation of sentences. 

 

 

3. RESULTS AND DISCUSSION 

As this study focuses on the sentimental analysis of sentences using the Kafi-noonoo language, our 

task is to begin by taking a sentence as input. The pre-processing steps (tokenize, normalize, and stop word 

removal) are then applied, and we take further steps to ensure that each word in the sentence is present in the 

sentiment lexicon. Polarity assignment is used if a sentiment word also known as a word that expresses an 

opinion about an object or a "polarity word" exists in that sentence. In other words, if the term is positive, its 

polarity is +2, and if it is negative, its polarity is -2. Based on a set of rules that the researchers designed, 

choose whether to apply a rule. Lastly, the review polarity value is assessed based on a set of rules designed 

by the researchers. Since our study is sentence-based, we must begin by accepting a sentence for review 

according to the following criteria. Total polarity is positive if it is greater than zero and negative unless it is 

zero.  

 

3.1.  Rules  

We designed six rules based on different criteria. The rule-based method depends on the 

grammatical accuracy of sentences [25] so we design with the support of linguistics. The first rule focuses, 

on if any polarity term is followed by a negative term, the initial polarity value will be reversed. The second 

rule applied, if a positive sentiment term is preceded by an overstatement term, then the initial value of that 

term is increased from +2 to +3. The third rule depicted that; if a negative sentiment term is preceded by an 

overstatement term, then the initial value of the term is decreased by -1 from -2 to -3. Rule four says that; if a 

positive sentiment term is followed by an understatement term, the initial value of that term is decreased from 

+2 to +1. The fifth rule states that, if a negative sentiment term is followed by an understatement term, the 

initial weight of that term is increased by +1. The final rule is set like this, if a sentiment term is not linked to 

any contextual valence-shifting term, the initially assigned weight is considered for further process. 

 

3.2.  Result discussion 

The experiment aimed to evaluate the sentiment analysis model's overall performance. To do this, 

we feed every sentence from the corpora we gathered from various social media platforms especially music 

reviews as input evaluation for our model. We used the music reviews mostly because there were not many 

easily accessible reviews in the Kafi-noonoo language. Consequently, 108 music reviews in total are 

gathered. Out of them, 57 are positive, 40 are negative, and the remaining 15 are neutral; an impartial party 

labeled these manually for the experiment. 

The results were crosschecked with those from the manually classified evaluations. The number of 

reviews that are successfully and wrongly classified is compared as an evaluation measure for the prototype 

system. The reviews classified by the suggested prototype method are usually compared to the manually 
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labeled (categorized) reviews. Text classifications use the IR assessment metrics of precision, recall, and  

F-measure. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (1) 

 

𝑅𝑒 𝑐 𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (2) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2∗(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
  (3) 

 

The general-purpose Kafi-noonoo sentiment terms, which are the standard vocabulary of sentiment 

phrases, were employed in this investigation. Table 1 depicts the accuracy of the rule-based method based on 

the three well-known metrics. Facebook reviews and music are the two domains in which the experiment is 

run. Results are expressed in terms of precision, recall, and F-measure for every class and domain. 

 

 

Table 1. Positive and negative results  
Class  Precision  Recall  F-measure 

Positive  0.91 0.86 0.884 

Negative  0.80 0.75 0.77 

 

 

The precision value of 91% indicates that out of all the text segments classified as positive 

sentiment. This means that the rule-based method is effective in accurately identifying positive sentiment in 

the text. However, it is essential to note that precision alone may not provide a comprehensive picture of the 

model's performance. The recall value of 86% suggests that the model successfully identified 86% of all 

actual positive sentiment instances in the text. This indicates that the rule-based method is relatively good at 

capturing positive sentiment but may miss some positive statements in the text. The F-measure of 88% is the 

harmonic mean of precision and recall, providing a balanced evaluation metric that considers both precision 

and recall. An F-measure of 88% indicates a good overall performance in identifying positive sentiment in 

the text. 

The precision value of 80% for negative sentiment implies that when the model classifies a text 

segment as negative. This indicates that the rule-based method is relatively accurate in identifying negative 

sentiment in the text. The recall value of 75% suggests that the model captured 75% of all actual negative 

sentiment instances in the text. This indicates that while the model is decent at identifying negative 

sentiment, there is room for improvement in capturing all negative statements. Additionally, the F-measure of 

77% for negative sentiment represents a balanced evaluation metric that considers both precision and recall. 

An F-measure of 77% indicates a moderate overall performance in identifying negative sentiment in the text. 

80% precision, 75% recall, and 77% F-measure system performance for negative classes. Apart from the 

experiment, we also performed a manual check by contrasting the results of our suggested model created 

with the manually classified texts. Linguists who specialize in classification assist with manual classification. 

Despite the research being in its early stages, the trials' outcomes, which included precision, recall, and  

F-measure metrics in addition to manual experimentation, are very good as a first work in this area within 

Kafi-noonoo. 

 

 

4. CONCLUSION 

Given the vast volume of online data, an efficient mechanism is essential to organize and present 

data clearly and practically. While extensive research has been conducted on complex languages like English, 

there is a notable scarcity of studies on Ethiopian local languages, particularly Kafi-noon. In the current 

digital age, individuals utilize the internet for product introductions, communication, idea exchange, debates, 

and emotional expression in their native language. This trend underscores the capability of users, akin to 

speakers of other sophisticated languages, to perform a diverse range of tasks using natural language 

processing tools tailored to their specific language. Consequently, individuals derive a sense of connection to 

their cultural heritage through their mother tongue. Motivated by this intrinsic need, we embarked on a 

pioneering study titled "Sentiment analysis for the Kafi-noonoo language." This groundbreaking initiative 

represents the inaugural attempt to harness the potential of the Kafi-noonoo language within the realm of 

sentiment analysis, marking a significant advancement in linguistic research and technology integration. 

In this research, sentiments extracted from Facebook posts and music video views are utilized to 

develop a monitored sentiment analysis method. Thanks to their easier accessibility, the researchers utilized 
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reviews in this language that encompass various perspectives from these sources. By applying a rule-based 

approach, we categorize sentences into positive, negative, and neutral sentiments. The results underscore the 

encouraging performance of our model across all three metrics assessed. This initial trial effectively enables 

our approach to categorize texts with strong opinions in the Kafi-noonoo language. Moving forward, we 

recommend addressing the following aspects for further enhancement: prioritizing subjective analysis as a 

foundational step, exploring alternative strategies to achieve more favorable outcomes, and potentially 

integrating a morphological analyzer to supplement the labeling process. 
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