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 With the rapid advancements in very large scale integration (VLSI) and 

integrated circuit (IC) technology, the complexity of devices has escalated 

significantly. Designing a VLSI chip is essential for scaling up the 

capabilities of chips to meet the growing demands of modern applications, 

like artificial intelligence (AI), IoT, and high-performance computing. Chip 

testing and verification also emerges as crucial tasks to ensure optimal 

device functionality. Testing verifies the integrity of a circuit’s gates and 

connections, ensuring accurate operation. Throughout the chip’s design and 

development life cycle, design, testing and verification composes a 

substantial portion of the effort. AI and machine learning (ML) are used in 

many different research domains to improve predicted accuracy, automate 

difficult jobs, provide data-driven insights, and optimise workflows. This 

study aims to showcase the vital role of AI/ML in reducing complexity in 

VLSI chip design life cycle by automating test pattern generation and fault 

detection, enhancing efficiency and accuracy, and significantly reducing the 

time and resources needed for design verification and optimization. 
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1. INTRODUCTION  

The introduction of complementary metal-oxide semiconductor (CMOS) transistors in the integrated 

circuit (IC) sector has sparked a significant change in the field of electronics, in the field of semiconductor 

devices [1]. As CMOS technology has dominated the microelectronics industry, since the 1960s, the number 

of transistors produced on a single chip has grown tremendously. The density of the devices has 

exponentially grown due to drastically reduction in transistor dimensions [2]. It leads to huge growth in very 

large scale integration (VLSI) industry. Demand for energy efficient, faster, compact and cost effective 

designs with advance features has substantially expanded in recent years due to the rising demand for 

portable gadgets for online education, gaming, video on demand, and online business. Research in IC 

technology has brought the scale to as low as 2 nm technology [3].  

Very fast and rapid growth of VLSI industry has brought both opportunities and challenges in chip 

design and manufacturing. Verification, testing and entire stages of SoCs complexity increased a lot during 

chip design. As the device dimension decreases, certain performance parameters tend to degrade, leakage 

current tends to increase [4], [5], gain reduces and process changes variations increments [6]. The 

design functioning is greatly affected by the rise in process variations, which results in inconsistent 

performance in transistors of the same dimension. It also affects the circuit’s propagation delay, which 
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behaves like a random variable and makes timing-closure approaches more challenging and has a significant 

impact on chip yield [7]. However, Yield loss degrades due to high reduction in dimensionality of transistor 

in nanometer regime. Compared to CMOS, multi-gate field-effect transistors (FETs) [8] are more prone to 

processing variations. High scaling also has an impact on their performance metrics [9], [10]. To simulate 

circuits for structural testing, and delay measurements, a number of electronic design automation (EDA) tools 

for fault identification and test pattern generation are available, where advanced optimization technique is 

adopted in the entire VLSI design cycle [11]. The effectiveness of EDA tools in overcoming design issues 

determines time to quickly produce a chip. A traditional design method in EDA tools takes large time to 

provide faster and optimal solution of the design constraints. Moreover, some NP-complete problems, which 

are prevalent in the chip design and computer-aided design (CAD) sector, can be solved using machine 

learning (ML) techniques, whereas conventional approaches are time consuming need significant resources. 

So, time to market for the chip manufacturing largely depends on efficacy of the EDA tools and its 

methodology in implementation of the design process. 

Artificial intelligence-ML (AI-ML) has provided significant solutions to the very well-known real-

life problems. The existence of graphics processing unit (GPU) based convolutional and deep neural 

networks (DNNs) are enabling researchers in almost every discipline, including green field work, 

communications, medicine, and all branches of engineering, to explore using ML for addressing highly 

complex and difficult problems. ML has seen as a revival in recent years, with applications in fields as 

diverse as automating discovery of the drug and predicting failure of the turbine of wind [12]. The basic idea 

is to mimic the behavior and intelligence of human specifically ‘human brain’ in providing solutions using 

machines of different complexities. ML is sub category of AI. AI-ML is basically learning from the dataset 

and determine the relation between input and output, to predict the result of unseen data. It quickly interprets 

the results based on inputs available in the large dataset and enables humans to make faster and correct 

solutions of the problem. ML can operate large datasets at high speed with the help of high-end processing 

units like GPUs. With each incremental addition of data in the set, machine further adds experience and 

improves on the efficiency of the predictions. It also helps in decision making of the crucial points in process 

and design cycle. Applicability of AI/ML penetrates in all the fields of research and technology. Since 2010, 

ML algorithms have held their place and entered the VLSI design and development domain. 
At every stage of VLSI design flow, different CAD tools are involved, from specifications to Tap out, 

final chip manufacturing. Digital, analog and mixed signal IC’s performance quality largely depends on the 

capabilities of these CAD tools. With tremendously high increase of transistors per unit chip area demand 

advancement in CAD tools, which is even more challenging and complex task. There is enormous opportunity 

in EDA Tools development and updating using AI/ML, to make decisions quicker, smarter and processes 

automate for large and complex VLSI circuits at different level of design and manufacturing [13], [14]. These 

ML algorithms facilitates chip manufacturing process faster, efficient and make decision making automated. 

This paper liquidizes the literature regarding the application of AI/ML algorithms across various 

abstraction levels in chip design and manufacturing. It showcases a comprehensive review of VLSI chip 

design, verification, and testing in conjunction with AI/ML techniques. This paper is organized as follows: 

section 2 discuss the basic of AI-ML algorithms and review articles on it. Basic VLSI design flow and AI-

ML role at design, verification is discussed in section 3. AI-ML contribution at various level of abstraction 

for chip design relevant review papers are briefed in section 4. Strengths, opportunities and threads of using 

AI-Ml in VLSI domain is concluded in section 5. 

  

  

2. BRIEF ON ARTIFICIAL INTELLIGENCE, MACHINE LEARNING, AND DEEP NEURAL 

NETWORK 

In today’s world, statistical learning is essential to almost all new area of research and technology. 

Every field has access to enormous amounts of data that may be utilised to train the model and predict the 

desired parameter. These learning techniques are useful in solving many real life problems. A machine may 

mimic human behavior thanks to AI technology. The two primary subsets of AI are ML and deep learning 

(DL) or DNN. Without requiring any particular step-by-step programming, the ML-DL algorithm uses the 

historical information to identify patterns between input and output. As shown in Figure 1, ML is a subset of 

AI and DL is the subset of ML. With each new tuple added as experience in the dataset, machine learns, 

experience added and prediction accuracy improves. ML can handle mostly structured and balanced data. 

Three main categories in which ML algorithms divided are: supervised learning, unsupervised learning, and 

reinforcement learning. In supervised learning, machine has knowledge of both inputs and output for every 

tuple in the dataset. In unsupervised learning, information about only input variables is available in the 

dataset. Dataset having few tuples with labels and few are unlabeled are solved using reinforcement or semi-

supervised learning techniques. 
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Figure 1. Relation of AI with other domains 

 

 

2.1.  Supervised learning 

Supervised learning requires labeled data. With the knowledge of the correct output, ML model are 

either applied to solve regression problem or classification problem. Regression is the continuous value 

function. Missing or unseen data (numeric value) can be predicted using regression model. Classifier is the 

model, which predicts whether each example belong to which class. It helps in classifying (providing label to 

each tuple in the dataset) each example in the dataset, based on categorical information in the dataset. 

Prediction means numeric value for regression and label for classification problem. Y is a target variable 

(output), and x is the independent variable. ML model predicts the function f, which is defined as y=f(x). 

This mapping function approximate the output y for unseen input x. Obtaining a large, well-balanced dataset 

is a major obstacle when using supervised ML algorithms in the VLSI industry. Most widely used supervised 

ML algorithms are linear regression, logistic regression, ridge, lasso regression, and for classification 

decision tree, support vector machine (SVM), and random forest. 

 

2.2.  Unsupervised learning 

Unlike supervised learning, unsupervised learning is not requiring output or labeled data. So, 

collecting data here is easier compared to supervised learning, but as required output is not known, it is 

harder to achieve final perfect results. Clustering is one of the applications of unsupervised learning, where 

classification of data points is done in different clusters. Based on input features, tuples with similarity are 

grouped together in a same cluster. Details of this is available at [15]. Dimensionality can be achieved 

through principal component analysis (PCA), unsupervised learning. Highly referred algorithms for 

clustering are K-nearest neighbors, K-means clustering, and hierarchical clustering [16]. 

 

2.3.  Reinforcement learning 

In reinforcement learning, machine makes decision and based on the result of the action, rewards are 

collected if the decision is correct, otherwise penalties are applied. This learning technique focuses on action-

based, goal-directed learning [17]. In reinforcement learning technique, it does not depend on knowledge of 

correct output nor it search for the patterns in the data like supervised or unsupervised learning, rather it 

learns from feedback by environment by collecting maximum reward points.  

 

2.4.  Deep learning  

DL is used to solve highly complex problem based on neural network. It identifies complex patterns 

within data and it helps in prediction and helps in solving real life problems like driverless car. It becomes 

increasingly popular due to availability of high processing power and readily available huge dataset. Main 

types of DL algorithm include convolutional neural networks (CNNs), recurrent neural networks (RNNs), 

radial basis function networks (RBFNs), multilayer perceptron (MLP), long short term memory networks 

(LSTMs) [18]. DNN translate low-level features to create high-level features by layer after another layer the 

attributes they extract, making them useful for finding distributed data expressions [19]. CNN involves 

mainly three steps convolution, nonlinear transformation and pooling. Convolution determines input features 

and identifies weights according to features and also shares weight values. Nonlinear transformation maps 

the input features using common functions as tanh, sigmoid, and rectified linear unit (ReLU). DNN has 

presently reshaped the computer vision industry. Computer vision problems are a good fit for DCNNs [20]. 

The generalized flow chart of “how DL algorithm works?”, is presented in Figure 2. 
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Figure 2. Work flow of DL model 

 

 

3. ARTIFICIAL INTELLIEGENCE–MACHINE LEARNING IN VLSI DESIGN FLOW 

This section provides a brief overview of approaches of ML, AI, and DL in physical design, layout, 

verification, and test pattern generation at different levels of abstraction and fault simulation. 

 

3.1.  Artificial intelligence-machine learning in very large scale integration chip design and physical 

design 

First influence of AI in VLSI chip design was mentioned in 1985 [21]. AI methodologies and scope 

in CAD tool at several stages of VLSI design is discussed by the author and a quick overview of the available 

VLSI-AI technologies and a significance of including abilities of AI in CAD tools is described in detail. The 

effects of AI and intelligence systems on VLSI is discussed in details with benefits and drawbacks in [22]. 

They emphasized that AI will need to be incorporated into the entire VLSI design workflow, including the 

chip manufacturing process, interconnect technologies, packaging, design methodologies, and system 

architecture. As a result of the rapid advancements in AI/ML and latest algorithm development, researchers 

have focused on designing, developing, and applying AI/ML methodologies to VLSI design, verification and 

testing. Neural network usage in analog and digital circuit implementations are discussed in [23]. The 

integration of VLSI circuits with AI is explore and highlighted VLSI’s utilization of advanced semiconductor 

technology to facilitate diverse computer system functions. It focuses the close relationship between 

microelectronics and AI, proposing that the fusion of VLSI technology enables the creation of highly 

dynamic computer architectures. Using both data analytics and ML, physical design of the chip can be 

optimized. The challenges posed by the end-of-Moore scaling by analyzing data information flows in the IC 

design-to-manufacturing pipeline are addresses and opportunities for integrating big data analytics and ML 

solutions are identified in [24]. Authors review the components of the eco-system and outlined prime data 

flows in the IC design-to-manufacturing chain, suggesting a quantitative definition of physical design space 

coverage to validate the application of data analytics and ML methodologies, specifically in design-

technology-co-optimization (DTCO) and DFMTop of form. 

ML algorithms like ANN and SVM imply in physical design process to improve the CAD tool 

capabilities are discussed in [25]. There are many potentials for CAD, VLSI design, and their intersection as 

a result of the growth of ML. Major difficulties of several CAD tool algorithms have been identified and its 

potential solution using ML is discussed in [26]. In particular, they analyze the asynchronous CAD support 

and pinpoint prospects for ML inside these processes because several of the existing ML accelerators have 

leveraged asynchronous design. Enabling and promoting EDA tools to function in the cloud offers an 

environment for gathering information from both finished designs and the design process itself, spanning 

various designs and users.  

 

3.2.  Artificial intelligence-machine learning in integrated circuit testing 

IC testing is evaluated by showcasing several ML methodologies and offering suggestions for 

aspiring users [24]. The author stated that ML may not be treated as a black-box method. It requires specific 

domain related knowledge and decision making. ML methodology applied for alternate test, test compaction 

and fault diagnostics. 

The ML is also equally applicable and important for IC testing. Rather than conventional testing 

methods, ML based testing can be used for prediction of faulty or fault free parts of the chips. Conventional 

testing uses costly external automatic test equipment (ATE) is time consuming, while ML based approach 

has inexpensive information and has very fast response. ML based techniques for IC testing predicts with 

similar accuracy. The emphasis in ML domain should be on reducing the prediction risk to acceptable levels 

or even completely eliminating it. To solve this issue, mix approach should be used. First, ML based 
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decisions may be used for IC testing and gain the confidence of the predictions, if it is not trusted fully, then 

followed by conventional method for the result of testing the IC. To have benefit of DL techniques, large data 

set is required for accurate predictions of the results. The author discussed in several ML approaches used in 

the domain of physical design; lithographic process, mask synthesis, verification, yield enhancement; failure 

modeling, ageing analysis, power, and thermal analysis; and analog design [27]. 

Kipf and Welling [28] emphasized the ML application in the entire design flow of the chip. Recent 

advancement in AI-ML has the capability to change entirely the chip design processes. They explore current 

research in the fields of autonomous design space exploration, power analysis, VLSI physical design, and 

analog IC design using methods like deep CNNs and graph-based neural networks. In order to increase 

designer productivity and automate optimization chores, a future vision of an AI-assisted automated chip 

design workflow also discussed. Particularly, when it’s challenging to model the precise purpose or 

limitations of the EDA optimizations, ML based techniques have ample opportunities. Deep reinforcement 

learning (DRL) might transform into a new versatile EDA algorithm, similar to genetic algorithms, simulated 

annealing. ML also helps in optimizing speed for tape out. DRL optimization loop to automatically search the 

design space for superior physical floor plans, placements, and timing restrictions that can produce 

comparable favorable outcomes for subsequent clock-tree synthesis and routing phases. 

Publications of research papers in VLSI design with ML increases three fold during 2017 and  

2018 [12]. Because of attention of researchers in ML, incorporating it in chip design and manufacturing 

processes, reduces designer’s time and effort in spent in data analysis, and shortens the time to market. In 

manufacturing and yield enhancement, ML plays the role of automating regular operations so that designer 

can spend longer addressing the more challenging question: why, rather than what. Employing a ML 

methodology has several major effects, but the most significant one is requiring standardization of gathering 

data, data accessibility and success criteria. 

A paper is presented in depth discussion of the state of the art in ML for CAD at various levels of 

abstraction like logic synthesis, physical design, lithography and manufacturing, testing, device modeling [29]. 

Suitable ML algorithm like generative adversarial network, CNN, SVM are used at different abstraction level 

of VLSI design cycle. Heuristic algorithms continue to rule the CAD domain, but ML has potential to fill this 

gap. Main challenges that need to be taken care when applying ML in CAD tool were discussed by the 

authors. The trend for ML with the CAD tool suggested that ML is more applied towards physical design and 

neural network implementations compare to rest abstraction levels. unresolved issues were additionally 

highlights when using machine leaning in VLSI design, including the combinatorial optimization issue, the 

scarcity of data needed to train the model and certain practical issues. However, the most recent five years of 

significant conferences and journals have been covered only in the reviews and descriptions. 

ML summary is properly tabulated by the author for physical design, static timing analysis, IR drop 

predictions and logic synthesis, analog design, testing and verification as well diagnosis [30]. A simplified 

algebraic model is introduced for analyzing single input change (SIC) circuits and explores the relationship 

between SIC sequences and their generating circuits, establishing key properties and design considerations. 

Through this analysis, the authors develop a novel SIC circuit called seeded autonomous circular shift 

register (SACSR), capable of generating SIC sequences with more unique vectors, validated by experimental 

results using the ISCAS85 benchmark dataset [31]. A circuit, netlist or layout can be represented in graphical 

from. So, graph neural network can be used in EDA to solve various optimization problem at different 

abstraction level and improve the performance of EDA [32]. A novel strategy for graph learning to contribute 

to the EDA and other domain would be useful to solve combinatorial challenges. Fault simulation and 

response compaction techniques are discussed using HOPE on ISCAS 89 full scan sequential benchmark 

circuits, leveraging parallel fault simulation and heuristics to reduce simulation time for designing space-

efficient support hardware in VLSI self-testing. Building on prior work with sequence characterization and 

response data compaction, the authors apply these concepts to efficiently design space compression networks 

for full scan sequential circuits using the HOPE fault simulator [33]. 

  

3.3.  Artificial intelligence-machine learning in different level of abstractions 

Recent years have seen a significant advancement and acceptance of reinforcement learning, one of 

the ML techniques, found the scope in the field of EDA, in both research and industry [34]. Hybrid RL with 

DNN is applied for macro placement of the chip, sizing of the transistor, as well as logic synthesis [35]. 

strenght, weakness, opportunity, and threats (SWOT) analysis of RL algorithm in EDA is also represented by 

the authors. 

Current advancement in AI-ML, has open the gate for solving many diversified problems including 

challenges in the field of chip design, verification, manufacturing and testing. The “level of abstraction” 

touches to the degree of detail or complexity at which a system or design is represented or understood. In the 

context of VLSI design [36]–[38]. There are multiple levels of abstraction ranging from the high-level system 

functionality down to the detailed transistor-level implementation. Figure 3 represents the types and flow of 
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level of abstraction in VLSI design process. In this paper, a literature survey of various papers [3], [4], [25], 

[39], [40] which presented developing on AI/ML algorithms for various level of VLSI design cycles is 

carried out. The summary of few AI-ML algorithms used for different level of abstractions in VLSI Design 

cycle is tabulated in Table 1. 

 

 

 
 

Figure 3. Role of AI/ML in VLSI design process 

 

 

Table 1. List of AI-ML algorithms proposed in VLSI design flow 
Sr. no Level of abstraction in VLSI design AI-Ml algorithm in reference 

1 Design specification, architecture 

design, and verification. 

LR, MARS, NN, SVM, NN, KNN, K-means, and GNN. 

2 Netlist and formal verification. PCA+NN, SVM, autoencoder, GCN, and NN [41], [42]. 
3 Floor planning, routing, clock tree 

synthesis, and layout verification. 

GNN, CNN, SVM, CNN+SVM, LR, and RL [43], [44]. 

4 Lithography, packging, testing, and post 
silicon validation. 

LR, SVM, NN, CNN, clustering+SVM, AdaBoost, 
clustering+autoencoder, autoencoder+GAN, decision tree, SGD, 

CGAN_CNN [45], and sparse encoder [46]. 

 

 

4. CONCLUSION  

Many challenges so often occur in every aspect of designing, verification and testing of the chip due 

to shrinking in transistor dimensions. As a result, device become more sensitive to all the process variations 

consequently gain, leakage current and performance will deteriorate. A proper literature survey is carried out 

here, showcasing the role of AI, ML, and DL in VLSI technology, as well latest advancement carried out to 

reduce the process time. AI, ML, and various DL algorithms can lower the cost of testing a VLSI chips. On 

the contrary, fitting ML algorithms in classical VLSI design flow is the challenge task. Scarcity of data to 

train the model is solved, if industry understands the importance of using AI-ML in chip design flow. AI with 

ML can help in achieving optimization of VLSI design flow. The aim of this paper is to make the researchers 

aware about the algorithms developed for VLSI technology and could use the knowledge for specific design 

process in field of chip design.  
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