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 A comprehensive understanding of electrical energy consumption patterns is 

essential for strategizing and monitoring the use of energy resources. 

Industry and business customers of electrical have energy consumption 

patterns that vary widely depending on the type of industry, business size, 

and operating hours. This research uses clustering analysis to obtain 

electrical energy consumption patterns in industrial and business electricity 

customer groups by grouping data into similar groups. The variables used in 

this research are daytime, active power (kW), apparent (kVa), and power 

factor (PF). The objective of this research is to determine the efficacy and 

benefits of each clustering technique employed in load profile analysis. The 

clustering algorithm approach used in this research is k-means and fuzzy 

subtractive clustering (FSC). The trials carried out on these two approaches 

provide valuable knowledge regarding the effectiveness and superiority of 

each algorithm in producing significant clusters from the data used in this 

research. The evaluation conducted using the Davies-Bouldin index (DBI) 

indicates that the quality value for FSC is 0.25 for business customers and 

0.31 for industrial customers. On the other hand, the quality value for k-

means is 0.55 for business customers and 0.56 for industrial customers. 
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1. INTRODUCTION 

The use of electrical energy as a medium of human activity is growing because of its very important 

role in advancing various fields of human civilization, including economic, technological, and socio-cultural. 

The power plant oversees shouldering the electricity load. In a practical scenario, an electrical load can be 

defined as a device that relies on electrical energy for its operation. The increasing demand for electrical 

energy presents a dilemma for electricity supply companies, whose services consist of distributing consumer 

electricity to ensure the multidisciplinary stability of society as a whole [1]. PT PLN (Persero), as a power 

supply company, must have a comprehensive understanding of customers' energy consumption patterns and 

manage electricity supply effectively to meet peak load needs. Peak load analysis allows a power service 

provider company to strategically plan its infrastructure, organize power plants effectively, and manage 

distribution networks efficiently to ensure consistent and reliable electricity supply over a given period. 

Electrical energy plays an important role both in the daily life of people, individuals and in the advancement 

of the industrial sector. The need for electrical energy is increasing along with the increasing population and 
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human activities. Therefore, having a comprehensive understanding of electrical energy consumption 

patterns is very important in strategizing and monitoring the effective use of energy resources. 

Analysis of electrical energy consumption patterns can be done by clustering. Clustering is a method 

that can be used to perform an analysis of electrical energy consumption patterns [2], [3]. Clustering is the 

process of grouping data into groups or clusters that have similar characteristics or patterns [4]. A few articles 

introduce cluster analysis as a technique for combining data sets [5], [6]. Grouping analysis with data sets can 

be performed using various categories, algorithms, and evaluation indicators. Industrial and business 

customers of electrical have widely varying energy consumption patterns depending on industry type, 

business size, and operating hours. Clustering helps identify groups of consumers with similar consumption 

patterns, enabling deeper analysis and more informed decision making in energy management. This is very 

important so that utility companies can improve the efficiency of energy capacity and distribution planning 

by grouping customer energy consumption based on time. To minimize operational costs, maximize 

infrastructure use, and prevent network overload. 

Various clustering techniques have been used in various studies to cluster electrical load patterns  

in [7]-[12]. Research by Sharma and Singh [13] introduced a methodology to analyze electricity consumption 

patterns and evaluate load factors on various days within a given geographic area. This analysis was 

performed using the k-means clustering algorithm. Research on the analysis of electrical energy consumption 

patterns was also conducted by Alam and Ali [10], who used radius values to find clusters that are close to 

each other on household electrical energy consumption. The analysis was performed with the fuzzy 

subtractive clustering (FSC) algorithm. 

Based on the research that has been done, k-means and FSC are two of the clustering methods that can 

be used for peak load laterization in electricity customers [14]. K-means as one of the supervised clustering 

methods certainly has different cluster results from the clustering results in the FSC method which is an 

unsupervised clustering method. Comparison with these two methods can provide insight into the effectiveness 

and advantages of each algorithm in generating meaningful clusters from peak load time data. In addition, the 

performance of these two algorithms can be known by evaluating in terms of computational time and algorithm 

complexity. The main contributions of the study are the findings of this study offer practical suggestions 

regarding the most efficient clustering technique to employ while measuring electrical energy consumption and 

the results of this research provide valuable insights for the development of smarter, data-based energy 

management strategies, which can be widely applied to improve sustainability and effectiveness of energy use. 

 

 

2. RELATED WORK 

In addition to the studies conducted by Alam and Ali [10] and Sharma and Singh [13]. The latest 

study conducted by Wang et al. [11] which researched the analysis of user's power consumption behavior 

based on k-means resulting in a classification of users into four different types based on power consumption 

behavior based on the number of clusters from k-means. Similar research on electrical energy consumption 

has also been conducted by Zhang and Mo [12] researched about clustering analysis of electricity 

consumption behavior through various traditional clustering algorithms, such as k-means and fuzzy c-means, 

which results in electricity users can be classified into different categories based on their electricity 

consumption behavior. Oriona et al. [15] introduced two novel distances between ordinal time series and 

used them to construct fuzzy clustering procedures. Phamtoan et al. [16] presented a fuzzy behavior 

clustering approach that combines fuzzy techniques with a well-known clustering algorithm. These papers 

demonstrate the effectiveness of FSC for time series analysis. Based on the characteristics of the data in this 

research, customer groupings do not describe the use of electrical energy at a certain time, while trends in 

energy consumption patterns describe the characteristics of data based on time series, so that in this research 

FSC is one of the alternatives that will be used with the k-means algorithm for clustering of electrical energy 

consumption data based on consumption time. 

 

 

3. METHOD 

Section 3 explains the research method used in this study, which includes the stages of data 

collection, data preprocessing, data analysis using the k-means and FSC clustering approaches, as well as the 

evaluation results, the research method is shown in Figure 1. Based on Figure 1, to obtain electrical energy 

consumption patterns with the k-means and FSC algorithms, it is carried out in 4 stages, namely: 

 

3.1.  Data collection 

The electrical energy consumption data obtained for the purposes of this study is electrical energy 

consumption data for the low voltage business and industry class in 2020 collected from the automatic meter 

reading (AMR) system which is recorded every 15 minutes, for 7 days with the attributes contained therein 
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are time (day, date, hour, minutes, and second), voltage (volt), current (ampere), active power (kW), apparent 

(kVa), reactive power (Var), frequency (Hz), and power factor (PF). Data obtained from AMR does not 

require any additional instruments [17], so, in this study the data obtained can be forwarded directly into the 

data preprocessing process before the clustering process with k-means and FSC. To classify the time of 

electrical energy consumption in this study, the attributes used are time, active power (kW), and apparent 

(kVa), because these factors greatly affect the efficiency of the electrical system which is closely related to 

PF. PF is generated from a comparison between active power and apparent power. The PF value is limited 

between 0 and 1. A low PF (close to 0) can result in higher reactive power usage resulting in reduced power 

utilization which can increase electricity costs [18]. 

 

 

Data Collection Data Preprocessing

Clustering Process

(K-Means)

Evaluation 

Cluster Results 

(DBI)

Start

End

Clustering Process

(FSC)

 
 

Figure 1. Research method 

 

 

3.2.  Data preprocessing 

The preprocessing of this study's data was carried out in 3 stages, namely: 

a. Data cleaning is done by cleaning raw data that has been downloaded from AMR. This data cleaning 

process is carried out by filling in the missing data parts caused by blackouts during data recording, 

unstable telecommunications networks when sending data from electricity meters to the AMR system by 

calculating the replacement value (imputation) using the average value function in the missing attribute. 

b. Data transformation, done by normalizing data is done by changing data into a regular scale. The 

normalization carried out in this study is to use the min–max scale with (1) [7], [19], [20]: 

 

𝑋𝑛𝑜𝑟𝑚 =  
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
 (1) 

 

Where, Xnormis the value of the data attribute searched; X is the old value of the attribute in the data; 

Xmin is the minimum absolute value of all data; and Xmax is maximum absolute value of all data. 

c. Data discretization, done by sorting data into smaller intervals, the interval of recording discredited data in 

this study is every 1 hour, so that the number of data records used is as many as 168 data records. 

 

3.3.  K-means clustering process 

The k-means clustering algorithm is a supervised clustering method that can be used to partition 

data into K clusters. The sequence of stages in the k-means clustering algorithm is as follows [2]: 

a. K objects are randomly selected to serve as the center of the initial cluster, referred to as centroids. K 

objects selected in this study are K=3, which means that the data will be clustered into 3-time groups, 

namely time groups - times of high, medium, and low electrical energy use. 

b. Each object is allocated to the center of the cluster closest to it by the Euclidian distance formulation which 

is determined by calculating the distance between each object and each centroid. The following is the 

Euclidian distance formulation used in this study to find the closest distance value between data and the 

centroid [21]: 

 

𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1  (2) 

 

where, d is distance between x and y; x is cluster data center; y is data on the attribute; i is any data; n is 

amount of data; Xi is data at cluster center to I; and Yi is data on each data to i. The center of the cluster and 

the objects assigned to it collectively represent a class. This procedure will be repeated until the necessary 

conditions for termination are met. 
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3.4.  Fuzzy subtractive clustering process 

The FSC algorithm is an unsupervised clustering method that can be used to partition data based on 

proximity values between data (radius) [22]. The sequence of stages in the FSC algorithm is as follows: 

a. The subtractive clustering (SC) algorithm determines fuzzy clusters by assigning a potential value of pi, for 

each data point based on its likelihood according to Gaussian size: 

 

𝑝𝑖 =  ∑ 𝑒−𝑎||𝑥𝑖−𝑥𝑗||2

𝑗  (3) 

 

where, a=4/ra2 and ra represents the cluster radius. 

b. The data point with maximum potential is selected as the initial cluster center, and all data points within a 

radius distance of the cluster center are connected to the first cluster. The center of the second cluster is 

determined using a similar method, but this time the data points associated with the first cluster are 

excluded. This process is repeated until all data points are within the central radius of the cluster. 

 

3.5.  Evaluation 

The Davies-Bouldin index (DBI) is used to assess clustering effectiveness by measuring and 

analyzing data set features. Maximizing the distance between two clusters and minimizing the distance 

between members of one cluster is the goal of this approach. To calculate the DBI value, (4) and (5) can be 

used [9], [23]: 

 

𝐷𝐵𝐼 =  
1

𝑘
∑

max 𝑅𝑖𝑗
𝑗 = 1, 𝑖 ≠ 1

𝑘
𝑖=1  (4) 

 

𝑅𝑖 =
𝑣𝑎𝑟 (𝐶𝑖)+𝑣𝑎𝑟(𝐶𝑗)

|𝐶𝑖−𝐶𝑗|
 (5) 

 

where Ci, Cj: central cluster I, and central cluster. The smaller the DBI, the better the clustering quality [24], [25]. 

 

  

4. RESULTS AND DISCUSSION 

Clustering is carried out using 168 data records, with the variables used being daytime, active power 

(kW), and apparent (kVa) on industrial and business electricity customer data. This data is obtained from 

recording electrical energy consumption for 24 hours in 7 days. As the results shown in Figures 2 and 3, the 

use of kW and kVA variables shows the total capacity required of the electrical system to operate the load 

and provides an overview of the energy consumption used by the electrical load to operate. The following are 

the results of clustering with the k-means and FSC algorithms. 

 

4.1.  K-means 

The k-means algorithm in this study was used to form three clusters, namely the time of use of high, 

medium, and low electrical energy. Figure 2 displays the clustering results using the k-means algorithm 

Figure 2(a) for industry and Figure 2(b) business customers electricity. Table 1 and (Table 2 see in 

Appendix) display result of the number of clusters formed from industry and business data, along with the 

members in each cluster using the k-means algorithm. 
 

 

  
(a) (b) 

 

Figure 2. K-means cluster for; (a) industrial and (b) business electricity 
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Table 1. Cluster result in industrial electricity customer group using k-means 
Number of 

clusters 
DayTime kW kVa PF Member of cluster 

37 Saturday, 

07:00 

0.17 0.19 

 

0.89 Wednesday 00:00, Wednesday 01:00, Wednesday 02:00, Wednesday 03:00, 

Wednesday 04:00, Wednesday 05:00, Wednesday 10:00, Wednesday 13:00, 

Wednesday 18:00, Wednesday 19:00, Wednesday 20:00, Wednesday 21:00, 
Wednesday 22:00, Wednesday 23:00, Thursday 00:00, Thursday 01:00, 

Thursday 02:00, Thursday 03:00, Thursday 04:00, Thursday 05:00, Thursday 

08:00, Thursday 09:00, Thursday 11:00, Thursday 19:00, Thursday 22:00, 
Thursday 23:00, Friday 00:00, Friday 02:00, Friday 02:00, Friday 04:00, 

Friday 05:00, Friday 06:00, Friday 08:00, Friday 09:00, Friday 16:00, 

Saturday 01:00, Saturday 09:00, Saturday 10:00, Saturday 11:00, Saturday 
13:00, Saturday 14:00, Saturday 15:00, Saturday 16:00, Saturday 18:00, 

Saturday 19:00, Saturday 22:00, Saturday 23:00, Sunday 01:00, Sunday 

02:00, Sunday 03:00, Sunday 06:00, Sunday 07:00, Sunday 11:00, Sunday 
14:00,,Sunday 19:00, Sunday 21:00, Monday 00:00, Monday 01:00, Monday 

02:00, Monday 03:00, Monday 04:00, Monday 10:00, Monday 11:00, 

Monday 13:00, Monday 19:00, Monday 20:00, Monday 21:00, Tuesday 
00:00, Tuesday 01:00, Tuesday 02:00, Tuesday 03:00, Tuesday 04:00, 

Tuesday 05:00, Tuesday 08:00, Tuesday 14:00,Tuesday 18:00. 

56 Thursday, 
06:00 

0.68 0.69 
 

0.97 Wednesday 06:00, Wednesday 07:00, Wednesday 09:00, Wednesday 11:00, 
Wednesday 12:00, Wednesday 14:00, Wednesday 15:00, Wednesday 16:00, 

Wednesday 17:00, Thursday 06:00, Thursday 07:00, Thursday 10:00, 

Thursday 12:00, Thursday 13:00, Thursday 14:00, Thursday 15:00, Thursday 
16:00, Thursday 17:00, Thursday 18:00, Thursday 20:00, Thursday 21:00, 

Friday 01:00, Friday 17:00, Friday 18:00, Friday 19:00, Friday 20:00, Friday 

21:00, Friday 22:00, Friday 23:00, Saturday 00:00, Saturday 08:00, Saturday 
12:00, Saturday 17:00, Saturday 20:00, Saturday 21:00, Sunday 00:00, 

Sunday 04:00, Sunday 05:00, Sunday 22:00, Sunday 23:00, Monday 06:00, 

Monday 07:00, Monday 14:00, Monday 15:00, Monday 16:00, Monday 
17:00, Monday 18:00, Monday 22:00, Monday 23:00, Tuesday 06:00, 

Tuesday 07:00 Tuesday 19:00, Tuesday 20:00, Tuesday 21:00, Tuesday 

22:00, Tuesday 23:00. 
75 Monday, 

01:00 

0.39 0.42 

 

0.93 Wednesday 08:00, Friday 03:00, Friday 07:00, Friday 10:00, Friday 11:00, 

Friday 12:00, Friday 13:00, Friday 14:00, Friday 15:00, Saturday 02:00, 

Saturday 03:00, Saturday 04:00, Saturday 05:00, Saturday 06:00, Saturday 

07:00, Sunday 08:00, Sunday 09:00, Sunday 10:00, Sunday 12:00, Sunday 

13:00, Sunday 15:00, Sunday 16:00, Sunday 17:00, Sunday 18:00, Sunday 

20:00, Monday 05:00, Monday 08:00, Monday 09:00, Monday 12:00, 
Tuesday 09:00, Tuesday 10:00, Tuesday 11:00, Tuesday 12:00, Tuesday 

13:00, Tuesday 15:00, Tuesday 16:00, Tuesday 17:00. 

  

 

4.2.  Fuzzy subtractive clustering 

The FSC algorithm in this study used cluster radius values set using a value of 0.42 [26], with a 

squash factor of 1.5 [19], [27], [28], accept ratio of 0.5 and reject ratio of 0.15 [29]. Figure 3 displays the 

results clustering with the FSC algorithm for Figure 3(a) industry and Figure 3(b) business customers 

electricity. Table 3 and (Table 4 in Appendix) display result of the number of clusters formed from industry 

and business data, along with the members in each cluster using the FSC algorithm: 

 

  

  
(a) (b) 

 

Figure 3. FSC cluster for; (a) industrial and (b) business electricity 
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Table 3. Cluster result in industrial electricity customer group using FSC 
Number of 

clusters 
DayTime kW kVa PF Member of cluster 

112 Tuesday 

01:00 

0.41 0.37 0.92 Wednesday 00:00, Wednesday 01:00, Wednesday 02:00, Wednesday 03:00, 

Wednesday 04:00, Wednesday 05:00, Wednesday 08:00, Wednesday 10:00, 

Wednesday 13:00, Wednesday 18:00, Wednesday 19:00, Wednesday 20:00, 
Wednesday 21:00, Wednesday 22:00, Wednesday 23:00, Thursday 00:00, 

Thursday 01:00, Thursday 02:00, Thursday 03:00, Thursday 04:00, Thursday 

05:00, Thursday 08:00, Thursday 09:00, Thursday 11:00, Thursday 19:00, 
Thursday 22:00, Thursday 23:00, Friday 00:00, Friday 02:00, Friday 03:00, 

Friday 04:00, Friday 05:00, Friday 06:00, Friday 07:00, Friday 08:00, Friday 

09:00, Friday 10:00, Friday 11:00, Friday 12:00, Friday 13:00, Friday 14:00, 
Friday 15:00, Friday 16:00, Saturday 01:00, Saturday 02:00, Saturday 03:00, 

Saturday 04:00, Saturday 05:00, Saturday 06:00, Saturday 07:00, Saturday 

09:00, Saturday 10:00, Saturday 11:00, Saturday 13:00, Saturday 14:00, 
Saturday 15:00, Saturday 16:00, Saturday 18:00, Saturday 19:00, Saturday 

22:00, Saturday 23:00, Sunday 01:00, Sunday 02:00, Sunday 03:00, Sunday 

06:00, Sunday 07:00, Sunday 08:00, Sunday 09:00, Sunday 10:00, Sunday 

11:00, Sunday 12:00, Sunday 13:00, Sunday 14:00, Sunday 15:00, Sunday 

16:00, Sunday 17:00, Sunday 18:00, Sunday 19:00, Sunday 20:00, Sunday 

21:00, Monday 00:00, Monday 01:00, Monday 02:00, Monday 03:00, Monday 
04:00, Monday 05:00, Monday 08:00, Monday 09:00, Monday 10:00, Monday 

11:00, Monday 12:00, Monday 13:00, Monday 19:00, Monday 20:00, Monday 
21:00, Tuesday 00:00, Tuesday 01:00, Tuesday 02:00, Tuesday 03:00, 

Tuesday 04:00, Tuesday 05:00, Tuesday 08:00, Tuesday 09:00, Tuesday 

10:00, Tuesday 11:00, Tuesday 12:00, Tuesday 13:00, Tuesday 14:00, 
Tuesday 15:00, Tuesday 16:00, Tuesday 17:00, Tuesday 18:00. 

56 Thursday 

06:00 

0.69

99 

0.67

96 

0.97 Wednesday 06:00, Wednesday 07:00, Wednesday 09:00, Wednesday 11:00, 

Wednesday 12:00, Wednesday 14:00, Wednesday 15:00, Wednesday 16:00, 
Wednesday 17:00, Thursday 06:00, Thursday 07:00, Thursday 10:00, Thursday 

12:00, Thursday 13:00, Thursday 14:00, Thursday 15:00, Thursday 16:00, 

Thursday 17:00, Thursday 18:00, Thursday 20:00, Thursday 21:00, Friday 
01:00, Friday 17:00, Friday 18:00, Friday 19:00, Friday 20:00 Friday 21:00, 

Friday 22:00, Friday 23:00, Saturday 00:00 Saturday 08:00, Saturday 12:00, 

Saturday 17:00, Saturday 20:00 Saturday 21:00, Sunday 00:00, Sunday 04:00, 
Sunday 05:00, Sunday 22:00, Sunday 23:00, Monday 06:00, Monday 07:00, 

Monday 14:00, Monday 15:00, Monday 16:00, Monday 17:00, Monday 18:00, 

Monday 22:00, Monday 23:00, Tuesday 06:00, Tuesday 07:00, Tuesday 19:00, 
Tuesday 20:00, Tuesday 21:00, Tuesday 22:00, Tuesday 23:00. 

 

 

4.3.  Evaluation 

Evaluation results obtained from tests conducted with the k-means algorithm and FSC are presented 

using the DBI in Table 5. Based on the study results, we found that FSC can generate superior clusters. The 

value of the evaluation results obtained through DBI on the FSC algorithm is comparatively lower than that 

of the alternative methods. 
 

 

Table 5. Evaluation result 
DBI K-means FSC 

Industry 0.5667 0.31 

Business 0.550 0.25 

 

 

5. DISCUSSION 

This discussion presents a graph of electrical energy consumption patterns in industrial and business 

customers based on the results of the FSC cluster. In each group of industrial and business customers, the 

best centroid PF is found in the 2nd cluster, namely 0.97 for industrial customer groups and 0.91 for business 

customer groups. When the PF approaches 1, it indicates that the electrical system is experiencing little or no 

energy waste and is operating efficiently. Based on the results of clustering on the times of electrical energy 

use from industrial and business customers, the optimal times for 7 days are shown in Figures 4(a) and (b). 

The trend of electrical energy consumption in Figures 4(a) and (b) occurs evenly in the industrial 

electricity customer group, and in the business customer group the trend of electrical energy consumption for 

7 days looks optimal at 07:00 to 18:00. This time group can be used by power supply companies to plan and 

manage future electricity infrastructure. Another finding obtained from this research is that in the Business 

group electricity customers found an anomaly on the centroid generated with the k-means algorithm, it shows 

in Table 2 the results of the 2nd cluster the PF value on the centroid exceeds the normal threshold limit value, 
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this can happen because of several possibilities such as imbalance disorders when measuring, the use of 

improper measuring instruments or calibration errors, and the presence of high harmonic conditions. 
 
 

  
(a) (b) 

 

Figure 4. Optimal times in industrial; (a) business and (b) customers 

 

  

6. CONCLUSION 

The following are some of the findings that emerged from this research: the results of clustering on 

seven-day, twenty-four-hour electrical energy consumption data using apparent (kVa), PF, and active power 

(kW) show that FSC produces better clusters; as indicated by DBI evaluation values of 0.25 for business 

customer groups and 0.31 for industrial customer groups. Additionally, the obtained cluster results indicate 

that optimal electrical energy consumption is typically more consistent and uniformly always distributed for 

industrial customers. This contrasts with business customers, who typically maximize their electrical energy 

consumption between 07:00 and 18:00 daily. Further research can be considered to investigate the 

application of the clustering method on a larger scale, such as in smart grid networks and smart technology 

that can assist in real-time load management. 

 

 

APPENDIX 

 

Table 2. Cluster result in business electricity customer group using k-means 
Number of 

clusters 
DayTime Watt Va PF Member of cluster 

127 Tuesday 

21:00 

0.14 0.17 0.85 Monday 00:00, Monday 01:00, Monday 02:00, Monday 03:00, Monday 

04:00, Monday 05:00, Monday 06:00, Monday 07:00, Monday 16:00, 
Monday 17:00, Monday 18:00, Monday 19:00, Monday 20:00, Monday 

21:00, Monday 22:00, Monday 23:00, Tuesday 00:00, Tuesday 01:00, 

Tuesday 02:00, Tuesday 03:00, Tuesday 04:00, Tuesday 05:00, Tuesday 

06:00, Tuesday 07:00, Tuesday 15:00, Tuesday 16:00, Tuesday 17:00, 

Tuesday 18:00, Tuesday 19:00, Tuesday 20:00, Tuesday 21:00, Tuesday 

22:00, Tuesday 23:00, Wednesday 00:00, Wednesday 01:00, Wednesday 
02:00, Wednesday 03:00, Wednesday 04:00, Wednesday 05:00, Wednesday 

06:00, Wednesday 07:00, Wednesday 16:00, Wednesday 17:00, Wednesday 

18:00, Wednesday 19:00, Wednesday 20:00, Wednesday 21:00, Wednesday 
22:00, Wednesday 23:00, Thursday 00:00, Thursday 01:00, Thursday 

02:00, Thursday 03:00, Thursday 04:00, Thursday 05:00, Thursday 06:00, 

Thursday 06:00, Thursday 07:00, Thursday 09:00, Thursday 10:00, 
Thursday 11:00, Thursday 12:00, Thursday 13:00, Thursday 14:00, 

Thursday 15:00, Thursday 17:00, Thursday 18:00, Thursday 19:00, 

Thursday 20:00, Thursday 21:00, Thursday 22:00, Thursday 23:00, Friday 
00:00, Friday 01:00, Friday 02:00, Friday 03:00, Friday 04:00, Friday 

05:00, Friday 06:00, Friday 12:00, Friday 18:00; Friday 19:00, Friday 
20:00, Friday 21:00, Friday 22:00, Friday 23:00, Saturday 00:00, Saturday 

01:00, Saturday 02:00, Saturday 03:00, Saturday 04:00, Saturday 05:00, 

Saturday 06:00, Saturday 07:00, Saturday 14:00, Saturday 15:00, Saturday 
16:00, Saturday 17:00, Saturday 18:00, Saturday 19:00, Saturday 20:00, 

Saturday 21:00, Saturday 22:00, Saturday 23:00, Sunday 00:00, Sunday 

01:00, Sunday 02:00, Sunday 03:00, Sunday 04:00, Sunday 05:00,  

0
2
4
6

0
0
:0

0

0
2
:0

0

0
4
:0
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0
6
:0
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Table 2. Cluster result in business electricity customer group using k-means (continued) 
Number of 

clusters 
DayTime Watt Va PF Member of cluster 

127 Tuesday 

21:00 

0.14 0.17 0.85 Sunday 06:00, Sunday 07:00, Sunday 08:00, Sunday 09:00, Sunday 10:00, 

Sunday 11:00, Sunday 12:00, Sunday 13:00, Sunday 14:00, Sunday 15:00, 

Sunday 16:00, Sunday 17:00, Sunday 18:00, Sunday 19:00, Sunday 20:00, 
Sunday 21:00, Sunday 22:00, Sunday 23:00. 

1 Thursday 

16:00 

1 0.52 1.9 Friday 13:00. 

40 Friday 

13:00 

0.66 0.72 0.90 Monday 08:00, Monday 09:00, Monday 10:00, Monday 11:00, Monday 

12:00, Monday 13:00, Monday 14:00, Monday 15:00, Tuesday 08:00, 

Tuesday 09:00, Tuesday 10:00, Tuesday 11:00, Tuesday 12:00, Tuesday 
13:00, Tuesday 14:00, Wednesday 08:00, Wednesday 09:00, Wednesday 

10:00, Wednesday 11:00, Wednesday 12:00, Wednesday 13:00, Wednesday 

14:00, Wednesday 15:00, Thursday 08:00, Thursday 16:00, Friday 07:00, 
Friday 08:00, Friday 09:00, Friday 10:00, Friday 11:00, Friday 14:00, 

Friday 15:00, Friday 16:00, Friday 17:00, Saturday 08:00, Saturday 09:00, 

Saturday 10:00, Saturday 11:00, Saturday 12:00, Saturday 13:00. 

 

 

Table 4. Cluster result in business electricity customer group using FSC 
Number of 

clusters 
DayTime kW kVa PF Member of cluster 

123 Saturday 

22:00 

0.14 0.16 0.84 Monday 00:00, Monday 01:00, Monday 02:00, Monday 03:00, Monday 

04:00, Monday 05:00, Monday 06:00, Monday 07:00, Monday 17:00, 

Monday 19:00, Monday 20:00, Monday 21:00, Monday 22:00, Monday 
23:00, Tuesday 00:00, Tuesday 01:00, Tuesday 02:00, Tuesday 03:00, 

Tuesday 04:00, Tuesday 05:00, Tuesday 06:00, Tuesday 07:00, Tuesday 

15:00, Tuesday 16:00, Tuesday 17:00, Tuesday 18:00, Tuesday 19:00, 
Tuesday 20:00, Tuesday 21:00, Tuesday 22:00, Tuesday 23:00, Wednesday 

00:00, Wednesday 01:00, Wednesday 02:00, Wednesday 03:00, Wednesday 

04:00, Wednesday 05:00, Wednesday 06:00, Wednesday 07:00, Wednesday 
18:00, Wednesday 19:00, Wednesday 20:00, Wednesday 21:00, Wednesday 

22:00, Wednesday 23:00, Thursday 00:00, Thursday 01:00, Thursday 02:00, 

Thursday 03:00, Thursday 04:00, Thursday 05:00, Thursday 06:00, Thursday 

07:00, Thursday 09:00, Thursday 10:00, Thursday 11:00, Thursday Thursday 

12:00, Thursday 13:00, Thursday 14:00, Thursday 15:00, Thursday 17:00, 

Thursday 18:00, Thursday 19:00, Thursday 20:00, Thursday 21:00, Thursday 
22:00, Thursday 23:00, Friday 00:00, Friday 01:00, Friday 02:00, Friday 

03:00, Friday 04:00, Friday 05:00, Friday 06:00, Friday 12:00, Friday 18:00, 

Friday 19:00, Friday 20:00, Friday 21:00, Friday 22:00, Friday 23:00, 
Saturday 00:00, Saturday 01:00, Saturday 02:00, Saturday 03:00, Saturday 

04:00, Saturday 05:00, Saturday 06:00, Saturday 07:00, Saturday 14:00, 

Saturday 15:00, Saturday 16:00, Saturday 17:00, Saturday 18:00, Saturday 
19:00, Saturday 20:00, Saturday 21:00,Saturday 22:00, Saturday 23:00, 

Sunday 00:00, Sunday 01:00, Sunday 02:00, Sunday 03:00, Sunday 04:00, 

Sunday 05:00, Sunday 06:00, Sunday 07:00, Sunday 08:00, Sunday 09:00, 
Sunday 10:00, Sunday 11:00, Sunday 12:00, Sunday 12:00, Sunday 13:00, 

Sunday 14:00, Sunday 15:00, Sunday 16:00, Sunday 17:00, Sunday 18:00, 

Sunday 19:00, Sunday 20:00, Sunday 21:00, Sunday 22:00, Sunday 23:00. 
45 Wednesday 

14:00 

0.56 0.62 0.91 Monday 08:00, Monday 09:00, Monday 10:00, Monday 11:00 Monday 

12:00, Monday 13:00, Monday 14:00, Monday 15:00 Monday 16:00, 

Monday 18:00, Tuesday 08:00, Tuesday 09:00 Tuesday 10:00, Tuesday 

11:00, Tuesday 12:00, Tuesday 13:00, Tuesday 14:00, Wednesday 08:00, 

Wednesday 09:00, Wednesday 10:00, Wednesday 11:00, Wednesday 12:00, 

Wednesday 13:00, Wednesday 14:00, Wednesday 15:00, Wednesday 16:00, 
Wednesday 17:00, Thursday 08:00, Thursday 16:00, Friday 07:00, Friday 

08:00, Friday 09:00, Friday 10:00, Friday 11:00, Friday 13:00, Friday 14:00, 

Friday 15:00, Friday 16:00, Friday 17:00, Saturday 08:00, Saturday 09:00, 
Saturday 10:00, Saturday 11:00, Saturday 12:00, Saturday 13:00. 
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