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 In various organizations and enterprises, data masking is used to store 

sensitive data efficiently and securely. The data encryption and secret-

sharing-based data deploying strategies secure privacy of subtle attributes 

but not secrecy. To solve this problem, the novel snowflake schema with the 

hash map using secure hash algorithm-256 (SHA-256) is proposed for the 

data masking. SHA-256 approach combines data masking by secret sharing 

for relational databases to secure both privacy as well as the confidentiality 

of secret employee data. The data masking approach supports preserving and 

protecting the privacy of sensitive and complex employee data. The data 

masking is developed on selected database fields to cover the sensitive data 

in the set of query outcomes. The proposed method embeds one or multiple 

secret attributes about multiple cover attributes in a similar relational 

database. The proposed method is validated through different performance 

metrics such as peak signal-to-noise ratio (PSNR) and error rate (ER) and it 

achieves the values of 50.084dB and 0.0281 when compared to the existing 

methods like Huffman-based lossless image coding and quad-tree 

partitioning and integer wavelet transform (IWT). 
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1. INTRODUCTION 

Reversible data hiding (RDH) is an innovative approach, which keeps the cover data secret and 

permits the data hider to insert more data in it [1]. The data can be hidden with any covered digital media 

data including image, text, video as well as audio [2]. Data sharing or data encryption is the most significant 

method for protecting the confidentiality of outsourced databases [3]. Significant data-hiding applications 

consist of secret data storage as well secret communication (steganography), copyright cover media 

protection as well as media verification. The data-hiding strategy is divided into various parts such as 

reversible and irreversible. The reversible data-hiding strategy permits a media to entirely recovered after an 

extraction of secret data [4], [5]. Encryption of an image denotes the conversion of the actual image into a 

confused image by a specific approach. An integration of image encryption and RDH technology is known as 

RDH of encrypted images (RDHEI) [6], [7]. This approach is segmented into multiple divisions such as 

content owner, data hider as well as receiver [8]. Initially, a content owner encrypts the data and it is 

forwarded to a data hider. Then, secret data can be masked by a data hider without knowledge of the original 

data. Eventually, accurate data extraction as well as efficient data recovery can be attained only when the 

receiver has both encryption and decryption keys [9], [10]. RDHEI approach comprehends firm 

communication and reversibility, hence, it is broadly utilized in various areas like judicial domains, medical 

https://creativecommons.org/licenses/by-sa/4.0/
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imaging, and military images [11], [12]. The existing researchers developed the RDHEI algorithms for data 

masking and they can be approximately divided into three types such as vacating rooms before encryption, 

vacating rooms in encryption and vacating rooms after encryption [13], [14]. Even though the researchers 

have introduced the various RDHEI approaches, however some issues need to be addressed like an 

incapability to attain a greater embedding rate and an incapability to significantly extract all the data [15]. To 

solve these problems, this research effectively proposed the snowflake schema algorithm with hash mapping 

using secure hash algorithm-256 (SHA-256). 

Su and Chang [16] developed the RDHEI plan which utilized a Huffman-based lossless image 

coding approach to obtain the embedding dimensions. The large embedding was designed due to the 

maximum compression rate as well as the coding efficiency of an integrated plan. The suggested approach 

aimed to set up a private as well as secure communication channel among sender and receiver through data 

embedding into encrypted images. The developed method also ensured the error-free extraction of privacy 

messages. However, the bit extraction defeated risk and image recovery gained on the architectural extent 

whose spatial correlation was poor. Wang et al. [17] implemented a novel method for privacy-preserving 

reversible data masking. The technique utilized quad-tree partitioning and integer wavelet transform (IWT) 

techniques. Firstly, the encrypted image was transformed using IWT, and the coefficients in high-frequency 

subbands were converted into an 8-bit binary representation. Subsequently, a quad-tree partitioning approach 

was employed to encode every coefficient block. This approach yielded a significant improvement in the 

embedding rate while ensuring lossless recovery of an actual image across various embedding rates. 

Moreover, the extracted data exhibited no errors. However, the statistical features of encrypted and 

embedded images were complex for detecting the data. Zhang et al. [18] presented the high-capacity RDHEI 

according to block-wise multi-predictor as well as enhanced Huffman coding for encrypted images. Initially, 

the actual image was categorized into non-overlapping blocks, and 16 prediction approaches were utilized for 

the prediction of current pixel value from nearest pixels. The enhanced Huffman encoding was utilized to 

wrap the forecast error image as well as optimal prediction approach was identified through total prediction 

errors. The Huffman code had easily encoded and decoded the data but it required the frequency of every 

symbol to be known in prior. 

Rahmani et al. [19] implemented a new scheme that integrated the data hiding through secret 

sharing for relational databases to secure secret attributes. The suggested schema had embedded various 

secret characteristics in the relation into various concealment characteristics in a similar relational database. 

The group of columns was developed such that attributes were pretended to correlate with the cover 

attributes. However, an index column must be developed for every secret attribute to share columns which 

was similar to the meta-data-based SSDO schemas. Anushiadevi et al. [20] presented the RDH for an 

encrypted image by utilizing a most significant bit (MSB) variance of the pixel value. By this approach, the 

third parties could embed the ciphertext in a cipher image without knowledge of a secret as well as privacy 

data. The person with the decryption key could return the privacy as well as the envelope without any 

information loss. The suggested approach recovered the images secretly without the loss when the channel 

was noise-free. However, the image cover as well as the secret wasn’t correctly retrieved due to the presence 

of noise. Malik et al. [21] introduced the data-hiding approach in encrypted text named RDHET. Primarily, 

an actual data was changed to ASCII values and then, the Paillier cryptosystem was embraced to encrypt the 

text data and transform it to a data hider for the following process. Secret data was entrenched into 

homomorphically encrypted text by the approach which didn’t lose any data called the Paillier cryptosystem. 

Eventually, an entrenched privacy data as well as the original data were recovered at the receiving side. The 

suggested approach acquired the RDH functionality in an encrypted domain (RDHED), however, an 

approach transcended for a text-based ED. Murthy and Manikandan [22] implemented the RDH scheme that 

considered the block-wise image histograms. In this implemented approach, the meta-data needed for a block 

was embedded within a similar block in such a way that the receiver could employ the image recovery as 

well as extraction of data. In the process of implemented data hiding, the implemented approach utilized the 

marker data to differentiate among the blocks. The suggested approach consumed much time for the 

encryption procedure and lack of process in real-time applications. 

The highlights of the proposed method are listed in the following: 

− This research proposes an efficient data masking approach for relational databases according to the snow 

flake schema with hash map using SHA-256 in the office environment. 

− The non-sensitive attributes have been selected as semi-cover attributes to describe virtual share columns. 

Data hiding process develops some original share columns combined with cover attributes. 

− The effectiveness of the proposed method is validated by different evaluation metrics like execution time, 

peak signal-to-noise ratio (PSNR), and error rate (ER). 
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This research is presented as follows: section 2 defines the proposed method. Section 3 illustrates 

the encryption using snow flake schema. Section 4 provides the results and discussion and section 5 provides 

the conclusion of the research. 

 

 

2. PROPOSED METHOD 

In this research, the novel snowflake schema is proposed for securing employee data. Data masking 

as well as secret masking are efficient methods for protecting the both privacy and confidentiality of data. 

The proposed schema uses the redundancy to embed the data for RDH. Every relation consists of one or 

more secret attributes and which are selected as the concealment attributes. The non-sensitive attributes have 

been selected as semi-cover attributes to describe virtual share columns. Simultaneously, a developed 

original share columns through the described virtual share columns are utilized to recover the secret 

attributes. The objective of this research is to design a scheme for identifying sensitive data and content 

format preserving procedure on the masked data by developing a technique to retain the size of the masked 

data as same as the original data. Figure 1 illustrates the architecture of the proposed method. 

Simultaneously, the developed original share columns with described virtual share columns are utilized to 

recover secret attribute (s). 

 

 

 
 

Figure 1. Framework of the proposed method 

 

 

2.1.  Employee database 

In this section, an employee data plays a significant role for enhancing the employing facilities by 

utilizing data analytics from different sources. The primary aim of employee data is to secure the employee 

personal information. The sensitive data in employee’s personal data refers to employee ID, employee name, 

email ID, social security administration (SSA) number, credit card number, and date of birth. These data can 

be stored on the relational database named snow flake schema and the information about this schema is 

discussed in next section. 

 

 

3. ENCRYPTION USING SNOW FLAKE SCHEMA 

The snow flake schema in data masking is used for securing the employee data features that permits 

the organizations to mask sensitive data in their database tables, views, and query results in the real-time. The 

schema is used for protecting the sensitive information from unauthorized access or vulnerability, it supports 

sensitive data in organizations without the need for manual data modifications or multiple copies of 

databases. It simplifies data privacy and security by dynamically applying data masking rules according to 

user roles, ensuring that only authorized users can access sensitive information while maintaining the 

usability of the data for other users. Figure 2 shows the access level control of snow flake schema. 
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Figure 2. Access level control of snow flake schema 

 

 

The snow flake schema allows constituting hierarchies utilizing various sub-dimensions which are 

compact as well as normalized relational tables. Therefore, snow flake schema is proposed according to the 

column databases. This schema primarily retains an initial two transformation guidelines and after append the 

two various guidelines which permits the constituting orders in column databases as: 

Transformation 1: every dimension 𝐷𝑖(𝑁𝑎𝑚𝑒𝐷𝑖 , 𝐴𝐷𝑖 , 𝐻𝐷𝑖) ∈ 𝐷𝑀𝐷𝑀 is transferred into the group of 

dimensional nodes described by (𝑁𝑎𝑚𝑒𝐷𝑖
𝑀𝐺𝐷

, 𝐴𝐷𝑖
𝑀𝐺𝐷

, 𝐻𝐷𝑖
𝑀𝐺𝐷

) where: 

− 𝑁𝑎𝑚𝑒𝐷𝑖
𝑀𝐺𝐷

 is dimension 𝐷𝑖  name is integrated with function 𝜆𝑀𝐺𝐷  as the label to a dimension nodes 𝑁𝐷𝑖
. 

− 𝐴𝐷𝑖
𝑀𝐺𝐷

 is set of parameters as well as weak dimension 𝐷𝑖  attributes. Every constraint is transformed into 

group of nodes to permit the constituting orders. Every base parameter feature is changed into constraint 

nodes. 

− 𝐻𝐷𝑖
𝑀𝐺𝐷

is set of nodes constituting hierarchies of the dimension 𝐷𝑖 . 

Transformation 2: hierarchies (𝑁𝑎𝑚𝑒𝐻𝑗, 𝑃𝑎𝑟𝑎𝑚𝐻𝑗, 𝑊𝑒𝑎𝑘𝐻𝑗) are transformed into the set of linked 

nodes (𝑃𝑎𝑟𝑎𝑚𝐻𝑗
𝑀𝐺𝐷

, 𝑊𝑒𝑎𝑘𝐻𝑗
𝑀𝐺𝐷

) where: 

− 𝑃𝑎𝑟𝑎𝑚𝐻𝑗
𝑀𝐺𝐷

 is set of parameters of parameters nodes. The function 𝜆𝑀𝐺𝐷 integrates to these constraint 

nodes 𝑃𝑎𝑟𝑎𝑚𝐻𝑗 as the label. 

− 𝑊𝑒𝑎𝑘𝐻𝑗
𝑀𝐺𝐷

 is set of properties that integrated to the constraint nodes utilizing a function 𝜎𝑀𝐺𝐷. 

− An edge is described among the fact nodes 𝑁𝐹𝑖
 as well as a minimal associated parameter 𝑃𝑎𝑟𝑎𝑚𝑘 of 

every dimension utilizing the function 𝜌𝑀𝐺𝐷. 

− The edges are described among the neighboring parameters of the similar hierarch utilizing a 𝜌𝑀𝐺𝐷 

function. 

 

3.1.  Hash function 

In the hash function [23], both the input and output data values are alphanumeric. The arithmetic 

function exchanges an input value or arbitrary data length into an output value. A value returned by a hash 

function is known as a message digest or hash value. The famous hash functions contain some required 

properties named deterministic, unique, one-way, and uncorrelated. The process by which the hash function 

converts the message with a finite length into one with a predefined length. Encryption is the procedure of 

masking the message content from the outsource. 

 

3.1.1. Secure hash algorithm-256 

By utilizing a SHA-256 approach, the employee data to be encrypted. The SHA-256 [24], [25] is 

one of the cryptographic hash algorithms. The set of data signatures is similar to the cryptographic hash 

functions. The SHA is a hash function, while the SHA-256 attains the best values as compared to the two bits 

of original data. The approach will distribute the various hash outcomes even if one symbol has been 

modified. The hash functions are outstanding for the integrity of data checks, challenge hash authentication, 

digital signature, and blockchain applications as well as anti-tamper since it is a one-way function. The SHA 

designs the substantially distinct fixed length 𝑛 = 256 bits (32-bytes) hash value. SHA-256 carries the input 

message 𝑀 of a maximum length of 256 bits. 𝑀 is continuously padded through p-bit according to design 

input of length 𝐿, a product of 512 where the final 64 bits are taken for 232 of the raw input data. The padded 

bits begin with 1 which is subsequent through the essential numbers of 0. Thus, a last input to SHA-256 

becomes the length of 𝐿 = 1 + 𝑝 + 64, which is divided into 𝑁 = 𝐿/512 blocks of 512 bits. SHA-256 

begins with the 8 32-bits which are predetermined by the initial vectors 𝐻0 = ℎ0, ℎ1, ℎ2, ℎ3, ℎ4, ℎ5, ℎ6, ℎ7 

which is updated every 64 following rounds and eventually generates a hash value 𝐻𝑡 . Figure 3 shows the 

entire procedure of SHA-256 algorithm. 
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Figure 3. Hash value generation in SHA-256 

 

 

3.2.  Encrypted data 

At the side of content owner, an actual data is transferred into ASCII values, after that every value is 

encrypted by utilizing Paillier cryptosystem using public key (𝑁, 𝑔), where 𝑁 = 𝑝 × 𝑞 is a product of two 

prime numbers and 𝑔 ∈ 𝑍𝑁2
∗  which intersects the condition 𝑔𝑐𝑑 (

𝑔𝜆𝑚𝑜𝑑 𝑁2−1

𝑁
, 𝑁) = 1, where 𝜆 is denoted as 

the secret key, which subsequent a state 𝜆 = 𝑙𝑐𝑚(𝑝 − 1, 𝑞 − 1). Assuming actual data as 𝑇, with size 𝐿, the 

ASCII value of every part in a range among [0, 255] and represented through 8 bits. By using (1), a data 

owner of an actual data encrypts every ASCII value of 𝑇: 

 

𝑇𝑐(𝑖) = 𝐸[𝑇(𝑖), 𝑟] = 𝑔𝑇(𝑖)𝑟𝑁𝑚𝑜𝑑 𝑁2 (1) 

 

where, 𝑇𝑐(𝑖) is ciphertext of every original data value, where 𝑖 in the range of 1 ≤ 𝑖 ≤ 𝐿. The 𝑟 is arbitrarily 

chosen for every ASCII value to attain semantic security. Furthermore, 𝐸[·] depicts an encryption function. 

Eventually, encrypted data is depicted as 𝑇, which is utilized through a data hider to add more secret data 𝑆. 

After the encryption of employee data, the encrypted data are forwarded to the process of data masking. 

 

3.3.  Data masking 

After acquiring encrypted data 𝑇, a data masker is capable of efficiently embedding an extended 

secret data 𝑆 into 𝑇, which results in any information loss. The data masker is not required to be careful about 

original data corresponding to embedding a secret data 𝑆. This is established through using homomorphic as 

well as probabilistic possessions of the Paillier cryptosystem, which permits lossless data masking as well as 

the generation of marked encrypted data. The secret data is embedded with an 8 mn length of flattened data. 

Hence, data masking embeds secret data in final process of encrypted data based on the compressed data 

length. To assure privacy, secret data is encrypted before embedding a data. A pseudorandom stream is 

developed by the data-hiding key 𝐾ℎ, and a bitwise XOR operation among secret data as well as a 

pseudorandom stream is estimated to acquire a sequence of encrypted secret data. The bits in encrypted data 

without flattened data can be masked to cover the data. In this research, the proposed method has embedded 

encrypted secret data by bit replacement of 𝐾ℎ and eventually, the marked encrypted data is acquired. 

Eventually, the masked data are then provided for both data extraction and data retrieval. 

 

3.4.  Secret data extraction and data retrieval 

The secret data extraction, as well as data retrieval, are the two conditions performed on receiver 

side. The secret data is extracted through the data hider by utilizing a shared crawl key 𝜏. Primarily, the secret 

data is encrypted, and after it is embedded into encrypted data by utilizing a crawl key 𝜏. After extraction, 𝜏 

is used to regenerate actual secret data. An extraction of secret data is formulated in (2). In (3) depicts the 

decryption procedure to retrieve actual data: 

 

𝑆𝒌 = {
𝑜, 𝑖𝑓 𝑇𝑚𝑒(𝑖)𝑚𝑜𝑑 2 = 0

1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 (2) 

 

𝑅(𝑖) = 𝐷[𝑇𝑚𝑒(𝑖)] =
𝐿(𝑇𝑚𝑒(𝑖)𝜆)𝑚𝑜𝑑 𝑁2

𝐿(𝑔𝜆𝑚𝑜𝑑 𝑁2)
𝑚𝑜𝑑 𝑁 (3) 

 

where 𝑅(𝑖) is directly decrypted data having the constraints 𝐿(𝑥) = (𝑥 − 1)/𝑁 and 𝐷[·] depicts a decryption 

function. After decryption, the last retrieved actual data 𝑅 is similar to actual data after exchanging into their 

character values 𝑇. The actual data is employed in both the constraints of encrypted data and marked data by 

utilizing a secret key (𝜆). 
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4. RESULTS AND DISCUSSION 

The efficiency of the proposed method is executed according to the simulation results. This 

simulation result gives effective modelling and simulation over the data masking services. Table 1 shows the 

hardware as well as the simulation settings of the proposed method. The efficiency of the SHA-156 method is 

validated through different performance metrics such as PSNR, ER, encryption time, decryption time, 

computational time, and execution time which is formulated in (4) to (9): 

 

𝑃𝑆𝑁𝑅 = 𝑙𝑜𝑔10
𝑆𝑚𝑎𝑥

2

𝑀𝑆𝐸
 (4) 

 

𝐸𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟 𝑏𝑖𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡𝑠
× 100 (5) 

 

𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒 = 𝐸𝑛(𝑥) = (𝑥 + 𝑛) 𝑚𝑜𝑑 26 (6) 
 

𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒 = 𝐷𝑛(𝑥) = (𝑥 − 𝑛) 𝑚𝑜𝑑 26 (7) 
 

𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑇𝑖𝑚𝑒 = 𝐼𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑢𝑛𝑡 ∗
𝐶𝑃𝐼

𝐶𝐿𝑜𝑐𝑘 𝑟𝑎𝑡𝑒
 (8) 

 

𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒 = 𝐶𝑙𝑜𝑐𝑘 𝑐𝑦𝑐𝑙𝑒 𝑡𝑖𝑚𝑒 × 𝑁𝑜. 𝑜𝑓 𝑖𝑛𝑠𝑡𝑟𝑠 × 𝑎𝑣𝑔 𝐶𝑃𝐼  (9) 

 

 

Table 1. Hardware specification of the proposed method 
Required Specifications of the components 

Environment Python 3.8 
Processor Intel core i5 processor 

Operating system Windows 10 64-bit OS 

Hard disk 1 TB 
RAM 16 GB 

System 64 Bit OS 

 

 

4.1.  Performance analysis 

The effectiveness of a proposed SHA-256 based data masking process is validated with the previous 

data masking approaches. The proposed method’s performance is validated by different performance metrics 

like encryption time, decryption time, computational time, retrieval time, execution time, PSNR, and ER. 

Table 2, Figures 4, and 5 denote the performance evaluation of encryption time and decryption time. Table 3 

and Figure 6 to 8 denote the performance evaluation of computational time, retrieval time, and execution 

time. Table 4 and Figure 9 denote the performance analysis of PSNR. Table 5 and Figure 10 denote the 

performance evaluation of ER. 

 

 

Table 2. Performance evaluation of encryption and decryption time 

Methods 

Encryption time (ms) Decryption time (ms) 

Data size Data size 

200 400 600 800 1,000 200 400 600 800 1,000 

RSA 1,086 1,286 1,428 1,459 1,574 930 1,089 1,100 1,167 1,189 

AES 986 1,186 1,356 1,295 1,389 1,020 974 968 1,084 1,018 

MD5 956 974 1,248 1,056 1,269 968 869 978 994 956 
Blow fish 853 960 1,078 1,128 1,210 786 846 556 989 878 

SHA-256 713 780 893 983 990 630 758 789 859 841 

 

 

  
 

Figure 4. Graphical representation of encryption time 

 

Figure 5. Graphical representation of decryption time 
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Table 3. Performance evaluation of computational, retrieval and execution time 

Methods 

Computational time (ms) Retrieval time (ms) Execution time (ms) 

Data size Data size Data size 
200 400 600 800 1,000 200 400 600 800 1,000 200 400 600 800 1,000 

RSA 589 568 425 598 625 289 325 310 324 356 865 925 1,020 1,100 1,220 

AES 614 785 798 857 894 323 348 378 459 484 868 872 969 989 1,020 
MD5 849 869 898 987 914 378 357 464 559 593 1,100 1,198 1,199 1,274 1,464 

Blowfish 560 589 623 689 712 289 325 389 395 425 789 800 825 854 925 

SHA-256 464 355 365 378 464 228 223 278 439 456 798 852 849 879 988 

 

 

 
 

Figure 6. Graphical representation of computational time 

 

 

  
 

Figure 7. Graphical representation of retrieval time 
 

Figure 8. Graphical representation of execution time 

 

 

Table 4. Performance evaluation of PSNR (dB) 

Methods 
Data size 

200 400 600 800 1,000 

RSA 51.025 52.25 52.96 53.06 53.86 
AES 50.084 49.248 50.055 50.524 51.194 

MD5 53.094 52.148 51.055 52.080 53.194 

Blowfish 59.250 58.98 59.454 60.250 60.783 

SHA-256 49.024 50.068 49.145 49.270 50.084 

 

 

 
 

Figure 9. Graphical representation of PSNR 
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Table 2, Figures 4, and 5 demonstrates the performance evaluation of SHA-256 method using 

encryption and decryption time. The different data sizes such as 200, 400, 600, 800, and 1,000 have been 

taken during the evaluation process. The proposed SHA-256 performance is validated with previous 

encryption algorithms like Rivest Shamir Adleman (RSA), advanced encryption standard (AES), and 

blowfish approach. The proposed SHA-256 achieves encryption times of 713, 780, 893, 983, and 990 at data 

sizes of 200, 400, 600, 800, and 1,000 respectively. The proposed SHA-256 achieves the decryption time of 

630, 758, 789, 859, and 841 at data sizes of 200, 400, 600, 800, and 1,000 correspondingly. 

Table 3 and Figures 6 to 8 illustrates the performance evaluation of the SHA-256 method using 

computational time, retrieval time and execution time. The different data sizes such as 200, 400, 600, 800, 

and 1,000 have been considered during the evaluation process. The proposed SHA-256 effectiveness is 

estimated with the existing methods like RSA, AES, and blowfish. The proposed SHA-256 achieves the 

computational time of 464, 355, 365, 378 and 464. The proposed SHA-256 achieves the retrieval time of 228, 

223, 278, 439, and 456. The proposed SHA-256 achieves the execution time of 798, 852, 849, 879, and 988 

at the data sizes of 200, 400, 600, 800, and 1,000 correspondingly. 

Table 4 and Figure 9 depict the performance evaluation of the SHA-256 method in terms of PSNR. 

The different data sizes such as 200, 400, 600, 800, and 1,000 have been considered during the evaluation 

process. SHA-256 performance is validated with the previous encryption approaches like RSA, AES, and 

blowfish. The proposed SHA-256 achieves the PSNR of 49.024, 50.068, 49.145, 49.270, and 50.084 at the 

data sizes of 200, 400, 600, 800, and 1,000 correspondingly. 

 

 

Table 5. Performance evaluation of ER 

Methods 
Data size 

200 400 600 800 1,000 

RSA 0.0225 0.0325 0.0356 0.0389 0.0423 
AES 0.0221 0.0236 0.0303 0.0313 0.0340 

MD5 0.0440 0.0413 0.0403 0.0421 0.0336 

Blowfish 0.0356 0.0450 0.0556 0.0504 0.058 
SHA-256 0.0100 0.0113 0.0148 0.0236 0.0281 

 

 

 
 

Figure 10. Graphical representation of ER 

 

 

Table 5 and Figure 10 denote the performance evaluation of the SHA-256 method in terms of ER. 

The different data sizes such as 200, 400, 600, 800, and 1,000 have been taken for evaluating the 

performance of the SHA-256 method. The SHA-256 effectiveness is estimated with previous approaches like 

RSA, AES, and blowfish. The proposed SHA-256 achieves the ER of 0.0100, 0.0113, 0.0148, 0.0236, and 

0.0281 at the data sizes of 200, 400, 600, 800, and 1,000 correspondingly. 

 

4.2.  Comparative analysis 

Table 6 portrays the comparison of the proposed method with previous approaches. The proposed 

method is assessed by different performance metrics like encryption time, decryption time, retrieval time, 

PSNR, and ER. The existing methods such as [16]-[18], [22] are compared with the proposed method to 

validate the effectiveness. The existing method’s values are simulated according to the proposed method 

values. 
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Table 6. Comparative of proposed method with previous works 

Methods 
Encryption 

time (ms) 

Decryption 

time (ms) 

Retrieval 

time (ms) 

PSNR 

(dB) 
ER 

Huffman-based lossless image coding [16] 1492 903 567 80.0863 1.6488 

Quad-tree partitioning and IWT [17] 1345 922 534 60.3986 1.5679 

Enhanced Huffman coding [18] 1123 901 502 55.8974 4.1588 
RDH scheme with block-wise image histograms [22] 1001 889 489 50.9405 0.0210 

Proposed method (SHA-256) 990 841 456 50.084 0.0281 

 

 

4.3.  Discussion 

The limitations of previous approaches and advantages of the SHA-256 approach are discussed in 

this section. The Huffman-based lossless image coding [16] had the limitation in poor bit extraction and 

image recovery. Quad-tree partitioning and IWT [17] had the analytical features of encrypted and embedded 

encrypted images that were difficult to detect. Enhanced Huffman coding [18] had easily encoded and 

decoded the data but it required the frequency of every symbol to be known in prior. The RDH scheme with 

block-wise image histograms [22] consumed much time for the encryption procedure and lacked process in 

real-time applications. The proposed SHA-256 approach outperforms the limitations of these existing 

methods, the proposed method preserves the integrity of the original data as it only modifies the values of the 

sensitive data. The proposed method encrypts the masked data for more secure transmission of data. 

 

 

5. CONCLUSION 

Data masking is utilized for securing the data in several organizations from security breaches, 

malware attacks and unauthorized access. This research proposes an efficient data masking approach for 

relational databases according to the hash map using the SHA-256 algorithm. The proposed data masking 

schema is developed to conserve the sensitive data in content format utilizing the masked data and also 

preserve the masked data size as original data. The proposed method maintains both privacy as well as the 

confidentiality of the secret features. In every relational database, the non-sensitive or non-original features 

are selected as concealment attributes. Additionally, the non-sensitive features are chosen as semi-cover 

features to describe the virtual share columns. Encryption and decryption are also applied after masking the 

data for highly secure transmitting data. In the future, the proposed method will expand to perform the 

different real-world applications. 
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