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 In everyday life, objects are recognized based on the suitability of their 

characteristics to familiar objects. A feature matching process occurs when 

recognizing objects. This concept is what we want to apply and test in this 

research. Because various factors can influence the level of accuracy and 

success of an image matching method, the first step taken is to improve the 

accuracy level of the image matching method used. There are three feature-

based image matching methods, which are implemented as object 

recognition methods. These three methods are the result of modifications of 

the image matching function method, normalized 2D cross correlation 

method and point feature matching which were later named PICMatch, 

NCMatch and FBMatch. As image matching methods, these three modified 

methods show performance with a success rate above 95%. However, when 

applied as an object recognition method, both individually and combined, 

the three methods only have a maximum accuracy of 7%. These results are 

obtained by matching the samples using one of the methods with the best 

match rate, in the order of application of the PICMatch, NCMatch, and 

FBMatch methods. 
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1. INTRODUCTION 

In the process of recognizing an object, vision plays a very important role. With their vision, 

humans can track, sort, separate and ultimately detect the presence of an object. Even though objects have 

various appearances and are in different environments, humans can still recognize them well humans recognize 

an object based on the shape, pattern or texture of an object. Humans do not need to observe an object in detail, 

but only need to observe certain points, which are then combined into a recognizable pattern. This is then 

known to be matched with the pattern of the previous object, as a basis for recognizing the object [1]. 

In image matching applications, the process of detecting and describing features has a very 

important role. This feature is different and distinctive, so it can be used as a reference for recognizing an 

object. Features can be recognized because of changes in intensity, color or texture in the image. Features can 

be categorized in the form of keypoint and edge features [2]. Keypoint features are indicated by different 

groups of pixels in the image. Meanwhile, an edge is the edge of an object, which shows its appearance and 

orientation. To clarify its uniqueness, features are determined locally, with relatively large numbers so that 

they are easy to detect or recognize. Based on location and coverage, features can be classified into local and 

global features. Local features describe the area around the image keypoint, while global features describe 

the properties of the image as a whole, involving all existing pixels [3]. This feature is a physical 
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representation of an image that can be expressed separately and measured. Good features must be able to 

distinguish patterns of different classes and show similarities for the same class. In addition, ideal features 

must be very distinctive, so that they can be matched correctly with high probability [4]. 

There are 3 types of image characteristics that are often considered, namely color, texture and shape. 

Color features are determined from pixel properties with reference to a predefined color space. Texture 

features are determined based on spatially and spectrally extracted pixel groups, while shape features are 

determined based on contours or regions [5]. Shape features are widely used to describe the contents of an 

image, and are commonly used by humans to identify and recognize an object. These shape features are 

relatively weak, mainly related to the dimensions of 3-D objects projected onto a 2-D plane, coupled with the 

variable problems of noise, defects, distortion and occlusion [6]. This weakness was then tried to be 

overcome by a shape transformation process from a small and irregular texture area to a square texture. 

Object features in the image can be extracted from the image itself. In this process, color has a very 

important role because color has a relatively similar and stable representation, with the degree of similarity 

being easily measured. Feature extraction [7] is a process for obtaining features, by calculating the mean, 

median, and standard deviation values of the three basic color components R (red), G (green), and B (blue) of 

a color [8]. This process has weaknesses related to sensitivity and difficulty in representing an image, if the 

image is dominated by a certain color. One anticipatory step that can be taken is to apply the multiscale 

structural similarity (MSSIM) index [9]. To find out information on the spatial arrangement of colors and 

their intensity in an image, texture analysis can be done, by applying various mathematical techniques to 

measure the intensity of gray levels and spatial groups of images. Various methods have been introduced, 

such as statistical, model and transformation based methods, and it turns out that statistical methods are more 

widely used because they are considered easier to calculate [10]. 

The various buildings, objects or images that we encounter show various harmony, both locally and 

globally. Because its alignment is stable and strong, it is often used as a representation or descriptive 

characteristic of the object. This is the reason why many object recognition and image matching processes 

utilize image features as the basis for their processing [11]. Image matching is the process of matching the 

features in the reference image and the target image. The two images are extracted to obtain features and 

descriptors, then matched using a certain algorithm. A relationship/correlation will be formed between the 

two images based on the suitability of their features [12]. 

The image matching process is declared accurate if it is able to extract and compare all information 

related to image features and the environment. In the image matching process, the two images are matched 

based on the correspondence of the features detected and described in the two images [13]. Image feature 

detection and description play an important role in this process [14], and must be done relatively quickly. 

In general, image matching will be related to two main things, namely the characteristics or patterns 

of the image to be matched, and the method or strategy used to carry out the matching. The image matching 

process will begin by extracting features from both images, matching them, and calculating the level of 

correspondence [15]. Image matching methods can be classified into two groups, namely area-based methods 

and feature-based methods. In the region-based method, the matching process is carried out based on the 

similarity of pixels in the two images, without paying attention to existing features. In its application, many 

obstacles are encountered related to the condition of the two images which are greatly influenced by 

differences in intensity, illumination and geometric deformation due to noise [16]. Feature-based methods are 

methods that build correspondence based on similarities between points that have similar descriptors. In this 

method, the matching process is carried out by establishing a relationship or correspondence between 

features in one image and features in other images. This method first carries out a feature extraction process 

for the two images, so that they can be compared and corresponded between the two [17]. In this method, 

image similarity can be measured based on image intensity values, spatial distribution of features, or 

symbolic descriptions of features applied in various methods. 

This research aims to test the concept of object recognition in everyday life, which is done by 

matching an object with other known objects. This research will test the ability of the image matching 

method as an object recognition method. Because image matching methods sometimes give wrong or failed 

results, the research began by improving the performance of image matching methods, and applying 3 (three) 

different methods. These three methods are feature-based image matching methods. 

 

 

2. METHOD 

The three feature-based image matching methods compared are implemented in the MATLAB 

R2017b program. Comparison of the three methods is carried out based on the results shown on sample 

testing, especially with regard to the success rate and matching accuracy. 
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2.1.  PICMatch method 

PICMatch is an edge detection-based image matching method developed based on the image 

matching function algorithm [18]. In an image, these edges contain information about the presence of an 

object, its shape, size and texture. This information can then be used to extract features from the image using 

various operators such as Roberts, Prewitt, Sobel, and so on. Edge detection is a process for identifying 

points in an image that experience sharp changes in intensity [19]. Detecting edges is basically a relatively 

difficult process, because many factors influence its success. The image matching process is carried out by 

comparing the white and black points in the two segmented images using the edge method with the Roberts 

operator. The comparison results will produce a level of similarity between the two images, and both images 

are considered the same if they have a similarity percentage above 50%. 
 

PICMatch algorithm 
{Checking whether two input images match or not based on the level of similarity of the 

white points in the two images} 

Declaration: 

- WhitePoint1, WhitePoint2: number of white points in image1 and image2. 

- MatchedWhitePoints: the number of white points that match in both images. 

- percentageMatch1, percentageMatch2: comparison of MatchedWhitePoints with WhitePoint1 

and WhitePoint2. 

Steps: 

1. Input image1, image2 

2. Perform edge segmentation method on both images 

3. Count WhitePoint1 and WhitePoint2 

4. Calculate the MatchedWhitePoints 

5. Calculate the percentageMatch1 and percentageMatch2 

6. Is percentageMatch1>50 or percentageMatch2>50? 

- Yes: Match 

- No: Not match 

7. End 

 

2.2.  NCMatch method 

NCMatch is an image matching method using the normalized 2-D cross-correlation method, which 

was developed by modifying the template matching image matching algorithm using the MATLAB 

command ‘normcorrx2’ [20]. In the field of statistics, to determine the relationship between two variables 

can be measured using the Pearson correlation coefficient: 
 

𝜌𝑋,𝑌 =  
𝐸[(𝑋−𝜇𝑋)(𝑌−𝜇𝑌)]

𝜎𝑋𝜎𝑌
 (1) 

 

The Pearson correlation has a value range of -1 to 1, with a value of 0 indicating there is no 

relationship between the two variables. A value greater than 0 indicates a positive relationship, while a 

smaller value 0, indicates a negative relationship. Based on the range of values, the relationship strength will 

be further categorized into small (±0.1 - ±0.3), medium (±0.3 - ±0.5) and large (±0.5 - ±1.0). 

Signal correlation can be used to compare the similarity of two signals [21]. An image which is an 

arrangement of pixels can be analogous to a series of signals in a 2D plane. The matching process is carried 

out by establishing correspondence between the two images, so that a measure is obtained that shows the 

level of similarity between the two images [22]. In the 2D-based face recognition process, normalized cross 

correlation (NCC) is widely used, considering that the calculation process is relatively fast in accordance 

with the demands of time-sensitive applications [23]. The cross correlation value of the two signals can be 

calculated using (2). The larger the value obtained, the more similar the two signals are [24]. 
 

𝑅𝑥𝑦(𝜏) =  ∑ 𝑥𝑖(𝑡).𝑁−1
𝑖=0 𝑦𝑖(𝑡 − 𝜏) (2) 

 

The application of this function to two images will result in a level of similarity between the two 

images. In this study, the two images are declared match if they have a minimum correlation value of 0.45. 
 

NCMatch algorithm 
{Checking whether two input images match or not based on the Pearson correlation value of 

the two images} 

Declaration: 

- CorrelationValue: pearson correlation value of the two images. 

- MaxValue: the largest value of the pearson correlation value of the two images. 

Steps: 

1. Input image1, image2 
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2. Calculate the CorrelationValue of image1 and image2 

3. Set the MaxValue of the CorrelationValue 

4. Is the MaxValue>0.45? 

- Yes: Match 

- No: Not match 

5. End 

 

2.3.  FBMatch method 

FBMatch is an image matching method using the point feature matching method, the result of a 

modification of the object detection image matching algorithm in Cluttered Scenes using point feature 

matching. Each feature is described in a certain way and then compared to the whole image, to get similar 

features. In the image matching process, a number of feature pairs (x1, y1) in one image and (x2, y2) in 

another image can be found, which have a match or similarity, based on their description [25]. It is suitable 

for objects that have unique features, do not repeat and do not have a uniform color [26]. Both images are 

considered to match if they have at least 3 points of correspondence. 
 

FBMatch algorithm 
{Checking whether two input images match or not based on the number of feature point pairs 

that have similarities in both images} 

Declaration: 

- NumberofFeaturePoints1, numberofFeaturePoints2: the number of feature points in the 

image that are similar to feature points in other images. 

Steps: 

1. Input image1, image2 

2. Detect object feature points in both images 

3. Extract and describe the feature points of both images 

4. Count the number of matching feature points in both images 

5. Estimate the geometric transformation of the feature point matches 

6. Count the numberofFeaturePoints1 and the numberofFeaturePoints2 

7. Is the numberofFeaturePoints1>=3 or the numberofFeaturePoints2>=3? 

- Yes: Match 

- No: Not match 

8. End 

 

The number of samples used in this research was 1,190 image files with a total of 40 object 

categories, 39 object categories with 30 samples each and 1 object category with 20 samples. Samples were 

obtained from http://www.vision.caltech.edu/ImageDatasets/Caltech101/. Sample categories and their 

numbers can be seen in Table 1. The entire sample is used in 3 (three) types of testing, namely: 

− Each sample image is matched to itself. This test is intended to check the suitability of each method as a 

method for matching object images as expected. 

− Each sample image is matched with images that have the same category. This test is intended to check the 

ability of each method to match similar objects (one category). 

− Each sample image is matched with a sample image that is not in the sample category. This test is intended 

to determine the level of failure carried out by each method in matching or recognizing an object. 
 

 

Table 1. Categories and number of samples 
# Category N # Category N # Category N # Category N 

1 Dog 30 11 Sunflower 30 21 Shell 30 31 Penguin 30 

2 Air balloon 30 12 Owl 30 22 Coin 30 32 Aircraft 30 

3 Tire 30 13 Cup 30 23 Horse 30 33 Radio tape 30 
4 Stork 30 14 Elephant 30 24 Butterfly 30 34 Ant 30 

5 Duck 30 15 Greyhounds 30 25 Chair 30 35 Strawberries 30 

6 Beaver 20 16 Watch 30 26 Fly 30 36 Bag 30 
7 Bear 30 17 Cactus 30 27 Mandolin 30 37 Binoculars 30 

8 Starfish 30 18 Kangaroo 30 28 Washing machine 30 38 Tomato 30 

9 Bonsai 30 19 Bat 30 29 Palm 30 39 Camel 30 
10 Buddha 30 20 Crab 30 30 Umbrella 30 40 Zebras 30 

Total=1,190 

 

 

3. RESULTS AND DISCUSSION 

In initial testing, each method had a relatively fast processing time for matching two images. The 

processing time for the PICMatch method is 0.01 seconds, the NCMatch method is 0.13 seconds and the 

FBMatch method is 0.14 seconds. 
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3.1.  Results of the feasibility test of the image matching method 

As previously explained, to carry out this test, each sample is matched to itself using the three image 

matching methods tested. The results obtained are presented in Table 2. Of the 1,190 samples available, the 

PICMatch method was able to match 1,145 samples, the NCMatch method was successful in matching all 

samples, while the FBMatch method was able to match 1,187 samples. The NCMatch method has a success 

rate of matching samples with itself of 100%, the FBMatch method is 99.75%, while the PICMatch method is 

96.22%. In general, the three methods have a fairly high success rate, namely above 95%, so they can be 

considered worthy as image matching methods. The NCMatch method has the best performance, followed by 

the FBMatch and PICMatch methods. 
 

 

Table 2. The results of the feasibility test of the image matching method 

Sample 
Method 

PICMatch NCMatch FBMatch 

N 1,190 1,145 1,190 1,187 

% 100% 96.22% 100.00% 99.75% 

 

 

3.2.  Image matching test results in one category 

This test aims to check the capabilities of each method whether it is able to recognize similar objects 

or not. Testing is carried out by matching each sample with samples of the same category. Each sample is 

matched with other samples in one category, and the results obtained are presented in Table 3. In Table 3 it 

can be seen that of the 35,550 samples in all categories, the PICMatch method was able to match only 1,149 

pieces (3.24%), the NCMatch method 14,282 pieces (40.23%) and the FBMatch method 4,724 pieces 

(13.31%). In matching object images in one category, the NCMatch method appears to have the best 

performance, followed by the FBMatch and PICMatch methods. 

 

3.3.  Image matching test results with images outside the category 

This test is intended to check the ability of each method to match sample images with sample 

images that are not in its category. This ability will indirectly indicate the failure or inability of the method to 

recognize an object. Of the 1,190 samples, 100 samples were randomly selected to be compared with samples 

outside their category. The results obtained are presented in Table 4. 
 
 

Table 3. Image matching test results in one 

category 

Sample 
Method 

PICMatch NCMatch FBMatch 

N 35,500 1,149 14,282 4,724 

% 100% 3.24% 40.23% 13.31% 
 

Table 4. Image matching test results with 

images outside the category 

Sample 
Method 

PICMatch NCMatch FBMatch 

N 330,600 0 72,528 11,615 

% 100% 0.00% 21.94% 3.51% 
 

 
 

Of the three methods tested, it appears that only the PICMatch method failed to match a single 

sample with a sample image outside its category, while the NCMatch method was 21.94% and the FBMatch 

method was 3.51%. That means, the PICMatch method has very good abilities in distinguishing object 

categories, while the NCMatch method and FBMatch method have weaknesses, which means they have the 

possibility of wrongly distinguishing one object category from another. The NCMatch method has a greater 

chance of error than the FBMatch method. 

 

3.4.  Discussions 

Based on the results of the three tests related to the three image matching methods discussed 

previously, the following results were obtained: 

− All three methods have very good abilities in matching images, although the PICMatch and FBMatch 

methods have experienced failures in matching the same image. With a capability level above 95%, the 

three methods can be considered suitable for use as image matching methods. 

− In matching images in one category, the NCMatch method has the best ability compared to other 

methods. The FBMatch method is quite capable, while the PICMatch method is practically incapable. 

− In matching images that are not categorized, the PICMatch method was not successful in matching a 

single existing sample, while the NCMatch and FBMatch methods were relatively successful. This shows 

that the PICMatch method is very capable of distinguishing objects, while the NCMatch and FBMatch 

methods are relatively not.  
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Based on the performance shown by the three methods, the object recognition process is not 

appropriate if it is only done with one method. Object recognition must be carried out using all three methods 

simultaneously in turns. The question is, what is the order of implementation. Based on the results described 

previously and the demands for accuracy, the most suitable series of image matching processes for object 

recognition are the PICMatch, NCMatch and FBMatch methods. 

To find out how it performs, further testing is carried out. Testing was carried out using a random 

sample of 100 from 1,190 data. In this test the sample data will not be matched to itself. Each sample is 

matched using three methods, with different treatments, namely: 

− Each sample is matched to each data using each method in turn. If one method is declared suitable, then 

the other method is no longer used. 

− Each sample is matched with all the data using each method to find the object match with the best match 

level. If one method is successful, then the other method is not used. 

− Samples were matched to each data set using all three methods sequentially. If the sample is declared to 

match method 1, the matching process is stopped. However, if it is declared suitable with method 2 or 3, 

then the matching process continues with the next data using methods 1 and 2 or 1, 2 and 3. If in the next 

process it is declared suitable with the same method, then the match is selected based on the better match 

level. This treatment is repeated until it is declared suitable for method 1 or the data is exhausted. 

In these three types of testing, the three methods are applied in two types of order, namely: i) 

PICMatch, NCMatch, and FBMatch; and ii) PICMatch, FBMatch, and NCMatch. From these six tests, the 

results obtained are as shown in Table 5. 
 

 

Table 5. Method testing results and level of accuracy 
Testing Match % 

# Type True False Accuracy (%) 

1 a 0 100 0 

b 2 98 2 

2 a 7 93 7 
b 5 95 5 

3 a 4 96 4 

b 5 95 5 

 

 

4. CONCLUSION 

Image matching methods based on picture matching function, normalized 2-D cross-correlation and 

point feature matching after being modified into PICMatch, NCMatch, and FBMatch, have a success rate 

above 95%. This makes all three worthies of consideration as object recognition methods. The test results 

show a maximum accuracy rate of only 7%, obtained from applying the method in the order of PICMatch, 

NCMatch, and FBMatch. Both processes actually have the same working concept, namely comparing the 

features of the two images/objects. Because its performance as an object recognition method is not good, it 

raises the question, what is wrong or lacking in the three. This is certainly interesting to study further, in an 

effort to make it worthy as an object recognition method. 
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