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 This systematic review, carried out under the PRISMA methodology, aims 

to identify how reinforcement learning has been used in demand forecasting, 

distinguishing the problems they are trying to overcome, recognizing the 

algorithms used, detailing the performance metrics used, recognizing the 

performance achieved by these models and identifying the business sectors 

in which it has been developed. Studies from all sectors were considered to 

expand the search range. A total of 24 articles were qualitatively analyzed, 

and the main results were that reinforcement learning has been used mainly 

for the selection or dynamic integration of the best predictors from a base of 

them to adapt to changing environments; whereas forecasting in volatile and 

complex environments is the main issue addressed; whereas Q-learning 

(QL), deep q network (DQN), double deep q network (DDQN), and deep 

deterministic policy gradient (DDPG) are the most widely used algorithms; 

and that, finally, the sectors of electric power, thermal energy, transport and 

telecommunications are the sectors where this type of forecast has been 

developed. Finally, given that all the models studied lack mechanisms for 

detecting concept drift, a new use of reinforcement learning for this purpose 

is proposed. 
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1. INTRODUCTION 

Previous research [1], [2] has established that accurate demand forecasting is crucial for the 

efficiency and proper development of fundamental business activities such as the design and management of 

production processes, the determination of purchasing and inventory levels, the projection of cash flow and 

capital needs, as well as planning for hiring and training staff. In addition, it has been identified that having 

advanced capabilities in demand forecasting provides a significant competitive advantage, avoiding serious 

problems such as excess inventories, shortage of supplies for production, high labor costs, and loss of 

reputation. Due to their enormous importance, in recent years innovative forecasting methods based on 

artificial intelligence models have been proposed, which have recently been collected in literature reviews 

like [1], [3]. However, in these studies models based on reinforcement learning are conspicuous by their 

absence. 

Despite the importance of these innovations, the challenge of forecasting the demand in many 

markets remains enormous. The nonlinearity, volatility and dynamism of the characteristic fluctuations of 

demand in some sectors such as electric power and transport [4], [5], the presence and juxtaposition of 

demand variability at different time scales in sectors such as telecommunications [6], the large number of 

explanatory variables of demand for various products that can produce very complex patterns such as in the 

https://creativecommons.org/licenses/by-sa/4.0/
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semiconductor distribution sector [7], they call for forecasting methods that are able to adapt quickly to 

changes in the market situation. Furthermore, these significant changes in demand patterns have a very 

important implication for the widespread forecasting models based on supervised learning algorithms. These 

kinds of algorithms are trained only once with historical data and, once the training is complete, they are used 

to forecast with data that the model has not seen before. It is assumed that the relationship between the input 

data and the output variable will always be like that found in the training data. However, this is not 

necessarily the case: when this relationship changes over time we have what is called concept drift. When 

this occurs, supervised learning models lose their precision and eventually need to be retrained or updated 

with new data to avoid becoming obsolete [8]. To address the problem of forecasting in changing contexts, in 

[9] the authors propose the dynamic assembly of a broad base of different types of predictors that are joined 

by weighted weights found based on the recent performance of each predictor. In this way, the predictors that 

are part of the assembly change to give rise to those that best capture the fluctuations that occur in the 

market. However, despite its benefits, this model lacks the means for timely detection of concept drift to 

make the necessary updates to its predictors [9]. 

In line with the above, Gama et al. [8] established that a genuinely adaptive model must have a 

change detection mechanism that can determine the presence of concept drift to act accordingly. Among the 

possible options for this mechanism, they propose the use of statistical control charts on forecast errors. The 

underlying idea is that in the face of significant changes in the relationship between the input variables and 

the predicted variable, predictors trained on data that are no longer in force lose precision and generate 

unusual errors that will be captured by the control charts, providing clear evidence of drift. An interesting 

example of the use of control charts in this regard can be found in [10] where monitoring the residual values 

of the forecast provided clear evidence of a significant change in the environment due to the emergence of a 

product with a new technology on the market, which led to the loss of model accuracy. 

Given this need for models that adapt to changing environments, the scarcity of forecasting models 

based on reinforcement learning found in our previous study [1] is surprising, since this is the only machine 

learning paradigm where learning is done through the continuous interaction and adaptation of the agent with 

its environment. This is even more surprising considering that, according to [11], the popular models of 

supervised learning, although important forms of learning, are not suitable for learning from adapting to a 

changing environment since in these cases it is impractical, if not impossible, to obtain samples that are both 

correct and representative of all possible situations in which the model must act. Therefore, in adaptive 

situations, the agent is forced to learn from his or her own experience, which is only possible through 

reinforcement learning models [11]. 

To help address the situation described, this study seeks to know the state of the art of the use of 

reinforcement learning in the field of forecasting the demand for products or services, placing special 

emphasis on detailing the main problems it addresses, the algorithms used, and the results obtained. 

Considering the scarcity of articles on this topic found in previous research, this study does not restrict its 

search to any specific business sector. This study arises from the need to complement and deepen the 

knowledge about the advances in the field of the use of artificial intelligence in demand forecasting initiated 

by the authors in a previous study [1]. In this research, no forecasting models were found that use the 

important paradigm of reinforcement learning, so the present study was necessary to explore this important 

sector of knowledge. The main contribution of this research is to have demonstrated the enormous potential 

of reinforcement learning to improve the accuracy of forecasting models in changing and complex 

environments thanks to its ability to learn and adapt by interacting with the environment. In this sense, we 

aspire to have contributed to an academic debate that promotes the development of new and innovative 

models based on the combination of this technology with other state-of-the-art technologies, based on a 

rigorous examination of the existing scientific information on the subject. 

It is important to note that the findings of this study have significant implications for both academia 

and decision-makers in operations management. First, they suggest considerable limitations to be considered 

regarding the use of models based on supervised learning in dynamic environments, which can be overcome 

by combining them with reinforcement learning models. In addition, the results point to the importance of 

providing forecasting models with mechanisms for detecting significant changes that warn of the need for 

retraining or updating with emerging data. Finally, the study provides evidence on the effectiveness of 

reinforcement learning in demand forecasting, which can be used by companies to improve their operational 

performance. 

The rest of the article is structured as follows: in section 2, the fundamental concepts of 

reinforcement learning are introduced, and the most representative algorithms used in this field are described. 

Section 3 details the research methodology used, based on the PRISMA approach [12], selected for its 

suitability to the objectives of the study. Section 4 presents the results obtained from the analysis of the 

articles and proposes a model for readers' consideration. Section 5 discusses the proposals found in the 
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analyzed articles and provides the conclusions of the research. Finally, the references used in the study are 

included. 

 

 

2. BASIC CONCEPTS 

2.1.  Reinforcement learning 

In reinforcement learning, an agent must act in a territory or environment, usually unexplored, and 

has to learn what the most beneficial actions are according to his or her own experiences. The environment 

changes state as the actor acts in it, the set of all possible states that the environment can acquire is called a 

state space and is usually represented by S. The set of all possible actions that the actor can perform is called 

the action space and is represented by A. The actor receives a reward or punishment, R, in the form of a 

signal from the environment each time it changes state depending on the action he has taken. The actor's goal 

is to learn the actions, according to the state of the environment, that lead to the maximization of rewards 

over time [11]. The rules by which the actor decides what action to take are called policy. For example, an 

actor may have an ambitious policy if most of the time he takes an unexplored action in search of a better 

reward. Conversely, an actor has a conservative policy if most of the time he takes an action that he already 

knows and that has led to good results in the past [11]. 

 

2.2.  Main reinforcement learning algorithms 

An algorithm can try to build a model that simulates the behavior of the environment and then 

determine the most appropriate actions to take. If so, this algorithm is called model-based reinforcement 

learning algorithm. An important such algorithm is Monte Carlo tree search (MCTS), which builds a tree of 

possible future actions and states through simulations to select the most promising populations [11]. 

However, an agent can try to learn from its experience without trying to build a model of the environment; if 

so, the algorithm is a model-free algorithm. In this case the agent might try to calculate how valuable each 

possible state it can reach is (V), or how valuable each possible action it can perform is (Q). From these 

values, the agent can select the most convenient action. Algorithms that proceed in this way are called value-

based models. The most widespread value-based algorithm is Q-learning (QL) [11]. Finally, a model can try 

to directly optimize its policy without trying to build models of the environment, or calculate state or action 

values, in which case the algorithm is called a policy-based model. One of the most important policy-based 

models is the deterministic policy gradient (PGD) [11], see Table 1. 

 

 

Table 1. Definitions of the main algorithms 
 Main algorithms 

QL This algorithm is based on the construction of a table of Q values for each possible action within each possible 

state. This table is updated with the results obtained after each action performed by the actor. Among the main 
advantages of this method are its conceptual simplicity, its low computational cost, and its rapid convergence, i.e., 

the speed with which it finds the optimal values in the Q table. The main limitation of this model is that it can only 

handle limited state spaces and discrete action spaces. This is due to the need to construct the Q table, which is not 
possible in spaces of continuous states and actions [13]. 

Deep q 
network 

(DQN)  

This model, instead of a Q table, uses a neural network, usually based on a convolutional neural network (CNN) 
whose inputs correspond to the values of the state of the environment and the outputs are the Q values for each 

possible action. This allows the model to simply and efficiently handle unlimited state spaces. The limitations of 

this model are that due to the output structure of the neural network it can only handle discrete action spaces [13], 
and in dynamic and complex environments it can fall into an overestimation of Q values [13], [14]. 

Double deep 

q network 
(DDQN)  

This model is an improvement of the DQN model to reduce its overestimation problems. To do this, it uses a 

second neural network that is a copy of the first but does not update its parameters after each action but after every 
certain period. This allows the model to effectively deal with correlation problems that lead to overestimation of Q 

values. The limitations of this model are, like the previous model, that it cannot handle continuous action spaces, 

in addition to retaining certain difficulties with dynamic and complex environments [13], [14]. 
Deep 

deterministic 

policy 
gradient 

(DDPG) 

This model uses two neural networks, the first called the actor network, which has the values of the state of the 

environment as inputs and the corresponding action as output. The second network, called the critical network, has 

the mission of evaluating the quality of the action carried out by the actor network. The inputs of the critical 
network are the values corresponding to the state plus the action performed by the actor, while their output is the Q 

value of that action. The advantages of this model are that it can handle unlimited and complex state environments, 

and that it allows for spaces of continuous action. Its weaknesses are its difficulty of convergence [4], [15] and, 
like the previous model, overestimations by temporal correlations [15]. 

  

 

3. METHOD 

This systematic review of the literature was carried out under the PRISMA methodology, which was 

created to guarantee the rigor of this type of studies while avoiding possible biases [12]. Additionally, the 
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selected documents were classified using automatic clustering algorithms to provide an objective 

classification of the different uses and methods of reinforcement learning in the field of demand forecasting. 

 

3.1.  Research questions 

As part of the research process, six research questions have been proposed to guide the entire 

research and to extract and synthesize the knowledge contained in the documents examined. These questions 

are shown in Table 2. 

 

 

Table 2. Research questions 
Code Question 
Main How has reinforcement learning been used in the development of demand forecasting models in recent years? 

P What demand forecasting issues or challenges have been addressed with reinforcement learning? 
I What reinforcement learning algorithms have been used for this purpose? 
C What metrics have been used to measure the performance of the proposed models? 
O What is the performance of the reinforcement learning models in relation to the established models? 
C In which business sectors have forecast models based on reinforcement learning been used most frequently? 

 

 

3.2.  Search strategy 

For the construction of the search chain, the first two factors of the PICOC methodology were 

considered: population and intervention. The other factors were not considered to expand the search range. 

Table 3 shows the search terms related to each of these factors. 

 

 

Table 3. Search terms 
Factor Description Search terms Synonymy 

Problem Demand forecasts for business 
products and services 

"Demand forecasting" "demand prediction"  
"demand prognostic"  

"demand prognosis"  

"product forecasting"  

Intervention Forecasting using reinforcement 
learning 

"Reinforcement learning" "reward based learning"  
"value based learning" "policy based learning"  

"model based learning"  

"Q learning"  
"Deep q network" "DQN"  

"policy gradients"  

"Actor Critical Method"  
"Proximal Policy Optimization"  

"Trust Region Policy Optimization”  

 

 

The search terms were combined with Boolean operators to construct the following search string 

with which the research was conducted in the Scopus, Web of Science (WoS), and IEEE databases: 

("demand forecasting" OR "demand prediction" OR "demand prognostic" OR "demand prognosis" 

OR "product forecasting") AND ("reinforcement learning" OR "reward based learning" OR "value based 

learning" OR "policy based learning" OR "model based learning" OR "q learning" OR "deep q network" OR 

"DQN" OR "policy gradients" OR "actor critic method" OR "proximal policy optimization" OR "trust region 

policy optimization")  

For the Google Scholar search, a different search string was used, iteratively constructed according 

to the results obtained until a set of articles relevant to the research was found. Below is the string used in this 

search engine:  

In title: "Demand Forecasting" + "Reinforcement Learning" + ("Proposed Model" or "Proposed 

Framework") - "Literature Review" 

 

3.3.  Eligibility criteria 

To ensure the selection of relevant and high-quality studies for this systematic review, specific 

inclusion and exclusion criteria were defined. Table 4 details the inclusion criteria. Conversely, Table 5 

outlines the exclusion criteria, specifying conditions under which studies are deemed unsuitable for analysis. 

These tables provide a clear framework to guide the selection process, ensuring the review's rigor and focus. 
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Table 4. Inclusion criteria 
Code Description 

I1 Articles that propose a novel quantitative method for demand forecasting 
I2 Articles that make use of "reinforcement learning" within the demand forecast construction process 
I3 Empirical articles with models validated with real data from companies 
I4 Articles with access to the full text 

 
 

Table 5. Exclusion criteria 
Code Description 
E1 Articles published in languages other than Spanish or English 
E2 Articles published before 2018 
E3 Documents other than scientific peer-reviewed articles and conference papers 
E4 Articles that do not refer to business products or services demand 

 

 

3.4.  Information Sources 

The scientific databases Scopus, WoS, and IEEE were chosen as sources of information because 

they are recognized for their reliability among the academic community. In addition, the Google Scholar 

search engine was also consulted, however, to guarantee the quality of the articles coming from this source, 

the Journal Impact Factor (JIF) of the respective publication was checked, see Figure 1. 
 
 

 
 

Figure 1. Source of information used in the research 

 

 

3.5.  Article selection process 

The research process was carried out in four phases. In the identification phase, search strings were 

used to locate all articles in the databases that met the specified conditions. In the pre-selection phase, 

exclusion criteria based on the title and abstract of the articles were applied. During the selection phase, 

inclusion criteria were also used at the level of title and abstract. Finally, in the inclusion phase, the 

introduction, methodology and conclusions sections of the articles were reviewed and, applying the inclusion 

criteria, it was decided whether they would be integrated into the qualitative synthesis. The application of the 

search strings in the selected databases yielded a total of 438 articles identified: 121 in Scopus, 43 in WoS, 

128 in IEEE and 146 in Google Scholar, as can be seen in Figure 2. After removing duplicates, the articles 

were reduced to 341, after applying the exclusion criteria, 224 articles were eliminated, and 117 remained for 

the evaluation of the inclusion criteria. After this last evaluation, 93 articles that did not meet at least one 

criterion were eliminated, leaving a total of 24 articles for inclusion in the qualitative synthesis. Two articles 

from Google Scholar [16], [17] arrived at this last stage, so the respective JIF was verified, finding that both 

publications, Mathematics and IEEE Transactions on Smart Grid, belong to the first quartile (Q1) of their 

respective categories, so both articles were included in the aforementioned qualitative synthesis. 

 

3.6.  Automatic grouping 

To support the analysis, we sought to classify the selected documents into groups according to their 

similarity. To carry out this task objectively and free of any bias that could be introduced by the authors, we 

chose to use a hierarchical agglomerative clustering algorithm. This method was proposed for use in 

systematic reviews of the literature in [18] and has been used by [1] in a study like the present one, obtaining 

good results. During the application of this methodology, it was necessary to construct a table of 

characteristics of the articles, which served as a basis for the calculation of the euclidean distances between 

them and for the elaboration of the corresponding dendrogram that allowed to visualize the proximity 

between documents. Finally, the silhouette method was used to determine the optimal number of clusters. 

The following python libraries were used for this purpose: dendrogram and linkage from 

scipy.cluster.hierarchy, AgglomerativeClustering from sklearn.cluster, and silhouette_score from 

sklearn.metrics. The method of measuring distances between clusters was Ward's, as it provided greater 

distances between groups in the dendrogram than those obtained with the other alternatives. 
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Figure 2. Results of article selection 

 

 

3.6.1. Hierarchical agglomerative clustering of articles 

Five characteristics were determined to be relevant for the classification of the documents: i) 

whether the reinforcement learning method used is tabular or approximate, which was labeled as "Tabular", 

ii) whether the reinforcement learning method is based on optimizing the value function of the action or 

whether, failing that, It tries to directly optimize the policy, which was labeled as "QFunction", iii) if the 

model uses independent variables in addition to the time series, labeled as "Ivariables", iv) if the main 

reinforcement learning algorithm used in the proposed model is QL, DQN, DDQN or DDPG. This feature 

was labeled as "Algorithm" and finally, v) if the objective of reinforcement learning is directly to predict 

demand (Predict), select the best base predictor (Selection), or find a weighted weight to integrate the base 

predictors (Weighing), among others. The latter feature was labeled "RLobjective". Documents [19], [20] 

were excluded from the automatic classification as they do not provide information about the reinforcement 

learning algorithm used, these documents wffere grouped directly into an additional cluster. Table 6 shows 

the resulting table of document features. After converting the categorical variables to dummy variables, the 

graph of silhouette coefficients and the dendrogram were obtained, which can be seen in Figures 3 and 4. The 

former reaches its maximum with four clusters, which have been identified on the dendrogram shown. 
  

 

Table 6. Documents features 
IdDoc Tabulate QFuntion Ivariants Algorithm RLobjective 

1 1 1 1 QL Selection 

2 1 1 1 QL Selection 

3 1 1 1 QL Weighing 
4 0 1 0 DQN Selection 

5 1 1 1 QL Selection 

7 0 1 1 DQN Select_SDay 
8 0 0 0 DDPG Predict 

9 0 1 1 DQN Opt_Hyper 

10 1 1 0 QL Selection 
12 0 0 1 DDPG Weighing 

13 0 0 1 DDPG Predict 

14 0 0 0 DDPG Weighing 
15 0 1 0 DDQN Selection 

16 0 1 0 DQN Select_SkipL 

17 0 0 1 DDPG Predict 
18 0 1 1 DDQN Selection 

19 0 0 1 DDPG Predict 

20 0 0 0 DDPG Predict 
21 0 1 0 DDQN Classification 

22 1 1 0 QL Selection 

23 1 1 0 QL Weighing 

24 1 1 1 QL Opt_IdleT 
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Figure 3. Silhouette method 

 

 

 
 

Figure 4. Dendrogram 

   

 

3.6.2. Clusters 

Table 7 (in Appendix) [4]–[7], [15]–[17], [19]–[35] shows the description of each of the clusters 

obtained with the automatic grouping of articles. The main features that organize these clusters is the 

algorithm used, which was not obvious before the classification. As evident in the table, the consistency of 

the clusters is very good, which demonstrates the virtues of automatic grouping. 

 

  

4. RESULTS AND DISCUSSION 

4.1.  Results 

This section answers the research questions in the light of the analysis of the selected documents 

while discussing the important aspects related to the results obtained. Main question: how has reinforcement 
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learning been used in the development of demand forecasting models in recent years? Reinforcement 

learning models have been used in four main ways in the construction of demand forecasting models: 

− To predict demand directly [4]–[6], [15], [21]. 

− To dynamically select, according to environmental variation, the best predictor from a set of base 

predictors [7], [16], [17], [24], [25]–[27], [32]. 

− To integrate, by means of weighted weights, a set of base predictors, according to the variations of the 

environment [22], [23], [28], [29]. 

− For hyper-parameter optimization, selection of days and similar segments among the data, and other 

secondary tasks [31], [33]–[35]. 

 

4.1.1. Q1: what demand forecasting issues or challenges have been addressed with reinforcements 

learning? 

Each document analyzed addresses unique problems and proposes different solutions, highlighting 

the complexities involved in accurately forecasting demand. The challenges identified range from dealing 

with high volatility and dynamism in demand patterns to managing the intricacies of demand variability 

across different time scales. We offer a comprehensive overview of the primary challenges and issues 

discussed in these documents, see Table 8. 

 

 

Table 8. Results of the keywords corresponding to Q1 
Keyword Input 

Demand in highly changing 
situations  

The main problem that reinforcement learning aims to address is forecasting under 
conditions of high volatility and dynamism of demand [1], [4], [5], [27], [29]. The aim is 

to build a model that is effective in both peak and normal periods, that does not ignore 

local variations [17], [24], that works in several scenarios [16], [25] and that adapts 
quickly to new conditions [20]. 

Variability on different time 

scales  

Another important challenge, which is sought to be solved with reinforcement learning, 

is the identification of demand patterns on different time scales that are juxtaposed and 
generate complicated behaviors [4], [6], [35].  

Demand in highly complex 

situations  

Finally, the aim is to use reinforcement learning to address prognostic situations where 

the high dimensionality of the explanatory variables and possible actions [5], [22]-[24] 

complicates the model to a high degree.  

 

 

4.1.2. Q2: what reinforcements learning algorithms have been used for this purpose? 

In addressing the various challenges and issues detailed in the preceding section, researchers have 

employed four key algorithms. Each algorithm offers distinct advantages and is suited to specific types of 

problems. We mention these four algorithms, highlighting their applications in solving the outlined 

problems, see Table 9. 

 

 

Table 9. Results of the keywords corresponding to Q2 
Keyword Input 
QL Primarily used for predictor selection in simple or discretized state spaces. 
DQN Used for various tasks in more complex state spaces such as best predictor selection, hyperparameter 

optimization, and more. 
DDQN Primarily used for dynamic selection of the best predictor in unlimited state spaces.  
DDPG Mainly used for direct forecasting of demand in unlimited state spaces and for dynamic integration of the 

predictor base using weighted weights. 

 

 

4.1.3. Q3: what metrics have been used to measure the performance of the proposed models?  
The vast majority of proposed models measure the accuracy of their forecasts with one of the three 

classic metrics: mean absolute error (MAE), mean square error (MSE), and root mean square error (RMSE). 

Articles [5], [20], [22] also include the coefficient of determination R2 among their metrics. Therefore, the 

dominant performance metrics among this type of models are error metrics. 

 

4.1.4. Q4: what is the performance of the new proposed models in relation to the established models?  
All the proposed models report superior performance to the models taken as a reference in their 

respective studies or to the baseline predictors taken individually. Two of them [17], [27] even report 

improvements in forecast accuracy of up to 50% compared to the reference models. This provides strong 

evidence that including reinforcement learning in forecasting models improves them significantly. 
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4.1.5. Q5: in which business sectors have forecast models based on reinforcement learning been used 

most frequently? 

Most of the studies come from the electricity sector, 16 of the 24 articles analyzed come from this 

sector, three articles focus on the transport sector, two on the telecommunications sector, another two on the 

heat energy sector and only one on the semiconductor distribution sector. It is interesting to note, then, that 

23 of the 24 items come from the service sector, especially energy, while only one item comes from the trade 

sector. This could mean that the use of these types of models is in its early stages and that there are 

significant opportunities to extend the findings of this study to other sectors such as tourism, retail and 

manufacturing. 

  

4.2.  About the bibliometric analysis 

4.2.1. Publication analysis by keywords 

For the bibliometric analysis, the VosWiever and Bibliometrix software were used, because good 

results have been obtained with research related to the systematic review of literature. A total of 438 articles 

were obtained from the database sources, of which the bibliometric analysis was carried out in the SCOPUS 

sources. In Figure 5 you can see the most cited keywords in the selected articles, the most used being 

'forecasting' followed by 'deep learning', 'learning Systems', and 'reinforcement learning', among others. In 

Figure 6 you can see the publication trend according to the authors' timeline and the most relevant keywords 

in the research; For example, the keyword 'forecasting' was most used in 2022 followed by 'deep learning', 

while the other words were not the most cited in the research. 
 

 

 
 

Figure 5. Keywords 
 

 

 
 

Figure 6. Overlay visualization 
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4.2.2. Publication trend in different countries 

In the Figure 7 it is observed that there is great interest in different countries to investigate the 

chosen topic, it has a relevant factor in different countries and the citation networks are shown across the 

edges. First, we see that China is one of the countries, followed by India and the USA, among others. 

 

 

 
 

Figure 7. Country collaborations maps 

 

 

4.3.  Proposed model 

The results presented above clearly show how reinforcement learning endows forecasting models 

with a great capacity to adapt to changing environments. However, none of the models found have concept 

drift detection mechanisms. The latter is especially important for models that use baseline predictors built 

through supervised learning [8]. To be adaptive, these models need a drift detection mechanism that 

determines the need to update or retrain the predictors with the new emerging data. This is a complex task, 

which requires constant monitoring and a high level of understanding and adaptation to what is happening in 

the environment. In view of the qualities of reinforcement learning illustrated in this study, we propose to 

improve this type of model through a new use of reinforcement learning: as a mechanism for detecting and 

controlling drift. We present the proposed model following the scheme designed by [8] for this type of 

system: memory, learning, loss estimation and change detection. 

 

4.3.1. Memory, learning, and loss estimation 

The memory of the proposed model uses the “fixed size sliding windows” method [8] that is, it 

saves the k most recent data, which means that when a new data arrives it will be saved in the memory and 

the oldest data will be forgotten. The window size, k, is the same as the size of the training data of the 

predictor base, built through supervised learning. Regarding the learning mechanism of the model, this 

consists of a reinforcement learning agent that selects the best predictor from a base of j predictors trained 

through supervised learning. The algorithm corresponding to this agent has been called reinforcement 

learning selector (RLS). These predictors are retrained on data stored in memory when determined by the 

change detection mechanism. Finally, regarding the loss estimate of the model, the average square of error 

(SME) was chosen for greater sensitivity to increasing errors. The SME will be calculated at each movement 

of the sliding window and in the presence of concept drift, the predictors are expected to generate larger and 

larger errors, so the SME will grow rapidly. 

  

4.3.2. Change detection 

Change detection is inspired by control charts. As in this [10], the proposed model monitors the 

sequence of forecast errors generated by each base predictor, but instead of defining upper and lower limits 

of control, an agent is used to learn from the behavior of the sequence of errors and decide at each step 

whether to retrain the predictor. The algorithm corresponding to this agent was called reinforcement learning 

controller (RLC). The state space, action space, and reward function for this agent are detailed: 

− Let 𝑒𝑡 be the forecast error at time 𝑡, for 𝑡=𝑘+1, 𝑘+2, 𝑘+3, ... (where, k has been defined in the previous 

lines as the size of the training data of the base predictors). 
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− Let 𝑆𝑀𝐸𝑡 be the average square of the errors computed at time 𝑡, for 𝑡=𝑘+1, 𝑘+2, 𝑘+3, … And let 𝑎𝑡 be 

the action taken by the agent at time 𝑡, for 𝑡=𝑘+1, 𝑘+2, 𝑘+3, … 

The state of the environment at time 𝑡 is defined as: 
 

𝑆𝑡 = {𝑒𝑡 − 𝑘 + 1, 𝑒𝑡 − 𝑘 + 2,… , 𝑒𝑡, 𝑆𝑀𝐸𝑡 − 𝑘 + 1, 𝑆𝑀𝐸𝑡 − 𝑘 + 2,… , 𝑆𝑀𝐸𝑡, 𝑎𝑡 − 𝑘 + 1, 𝑎𝑡 − 𝑘 + 2,… , 𝑎𝑡}  
 

that is, at each time 𝑡, the state of the environment consists of the collection of the last k forecast errors, the 

last k SMEs, and the last k actions taken by the agent. 

𝐴 is defined as the agent’s action space as: 
 

𝐴 = {0,1}  
 

where 0 indicates not training the model, and 1 indicates training the model with the data stored in memory 

at that moment, i.e., at each moment 𝑡, the agent decides on the action 𝑎𝑡 that can take the value of 0 or 1 

depending on whether it decides to retrain the model or not. 

𝑅𝑡 is defined as the reward obtained by the agent at time 𝑡 as: 
 

𝑅𝑡 =
1

1+𝑒(𝑆𝑀𝐸𝑡−𝑆𝑀𝐸𝑚𝑖𝑛)
  

 

where 𝑆𝑀𝐸𝑡 is the mean of the square of the error computed at time 𝑡, and 𝑆𝑀𝐸𝑚𝑖𝑛 is the smallest known 

𝑆𝑀𝐸 in the history of the model. This equation was chosen for the reward for the following reasons:  

− Large deviation penalty: the function effectively penalizes large deviations from the minimum 𝑆𝑀𝐸. 

When the 𝑆𝑀𝐸𝑡 is much larger than the 𝑆𝑀𝐸𝑚𝑖𝑛, the exponential function grows rapidly, causing the 

reward to decrease significantly, which discourages actions that result in large errors.  

− Stability of learning: the smoothness and continuity of the combination of inverse and exponential 

functions ensures that rewards change in a gradual and controlled manner. This is crucial for learning 

stability, as it avoids abrupt changes in rewards that could destabilize the agent's learning process. 

− Incentive to reduce the 𝑆𝑀𝑆𝑡 below the known minimum: the function provides a larger reward if the 

agent succeeds in reducing the 𝑆𝑀𝑆𝑡 below the known minimum, thus incentivizing the search for 

better solutions. 

 

4.3.3. Expected reinforcement learning controller behavior and recommended algorithms 

The RLC is expected to learn to distinguish noise and outliers since including this type of data in 

model training must necessarily lead to a worsening of the SME. It is also expected that in the real presence 

of drift, the agent will learn to detect and include the new data in the training of the models, since if this does 

not do so, this would lead to a worsening of SME. Finally, it is expected that the agent will learn to 

distinguish whether to include complex data in the training of predictors according to their impact on the 

SME. Value-based algorithms are recommended to implement the RLC, since the decision to include or not 

recent data in the training of predictors has a lot of influence on the value of the future SME, as well as, since 

the state space is unlimited and complex, but the space of action is discrete, it is recommended to use DQN 

and even DDQN to avoid the risk of overestimation of Q-values. See Figure 8 for a general outline of the 

proposed model. 
 

 

 
 

Figure 8. Schematic of the proposed model 
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4.4.  Discussion 

One of the most important uses of RL is direct demand forecasting. The greatest similarity among 

those who propose this use is the unanimous use of the DDPG algorithm [4]–[6], [15], [21], this is because 

predicting demand directly implies a continuous action space and state spaces of high dimensionality, both 

situations addressed by the DDPG [13]. Within this group, the authors of [6], [15] differ from the rest in that 

they only use time series without using other independent variables, even so, the data they handle is complex 

due to its high variability, which forces them to complement reinforcement learning with devices that 

facilitate the convergence of the model such as "adaptive early forecasting" in [15] or the decomposition of 

the time series through "dynamic time warping" proposed in [6] to reduce its complexity. The rest of the 

authors use independent variables related to climate [4], [21] and spatiotemporal data [5], which adds 

complexity to the models. In this subgroup [4] coincides with [6] in the decomposition of the time series, this 

time using "wavelet transformation", to reduce the difficulties of DDPGs in learning in the face of large 

fluctuations. A limitation of all these studies is, paradoxically, their exclusive focus on the DDPG algorithm: 

according to [13] there are seventeen other reinforcement learning algorithms capable of handling unlimited 

state spaces and continuous action spaces. It is therefore recommended that future research explore the 

benefits of other algorithms for the task of direct forecasting in complex and dynamic environments. 

On the other hand, the most frequent use of reinforcement learning is for the dynamic selection of 

the best predictor from a pool of predictors. All proponents make use of some sort of value-based algorithm 

for this task. The majority, [16], [17], [25]–[27] propose the use of QL for this purpose, while another group 

of authors propose neural networks [7], [24], [32]. Among those who propose the use of QL for the selection 

of the best predictor, we have [16], [25] who use only time series, while the authors [17], [26], [27] include in 

their model independent variables such as econometric variables [26] and climate-related variables [1], [17]. 

Ingeniously, to deal with the limitations of QL, these authors handle these variables at the level of the 

predictor base while keeping the state space for selection very simple: [26] includes the last three chosen 

predictors and the last three discretized demands in this space, while [17], [27] use predictor rankings in their 

state spaces. A diametrically opposed approach is followed by proponents of DQN [7] and DDQN [24], [32] 

for the selection of the best predictor, they allow themselves complex state spaces thanks to the use of neural 

networks. The main limitation of all these selection models is that they do not have any drift detection 

mechanism that indicates the need to update or retrain the baseline predictors. The model we propose in this 

article approaches this task with reinforcement learning. It is therefore recommended that future studies 

explore this avenue by verifying with empirical data the efficiency and effectiveness of what is proposed here 

and its possible variants. 

Regarding the use of reinforcement learning to assemble a set of predictors using weighted weights, 

we find two groups of authors: On the one hand, there are ones propose using DDPG [22], [23] given that 

state spaces are extensive and complex; and on the other hand, there are those who propose using QL [28], 

[29] who, due to the limitations of the algorithm, are forced to discretize both the state space (the explanatory 

variables) and the action space (the weighted weights), this goes against the recommendation of [13] who 

indicates that the algorithm that adapts to the needs of the environment should be chosen and not try to 

simplify the environment to adapt it to the algorithm. Even so, these studies report superior performance than 

the models taken as a reference. However, all these models share the same limitation as selection models: 

they don't have a mechanism for determining when to retrain their baseline predictors. 

Regarding the problems that are addressed with reinforcement learning, we have the authors who 

address the volatility and dynamism of demand with direct prediction using DDPG [4], [5], but we also have 

those who face it with the simplest QL both by integrating predictors [29] and selecting the best of them [27]. 

The search for a model that can be used for peak periods, normal periods, local variations and in several 

scenarios has been approached by the authors mainly through the selection of predictors through QL  

[16], [17], [25], although we also found some that have done so with more complex models such as DDQN 

[24]. As for the problem of demand variability at different time scales, this has been addressed by the authors 

exclusively by direct prediction with DDPG combined with time series decomposition techniques [4], [6]. 

Finally, demand prediction in highly complex situations has been addressed with DDPG both with direct 

prediction [5] and with weighted integration of predictors [22], [23] as well as with DDQN for the selection 

of predictors [24]. Although the great capacity of these algorithms to adapt to changing situations has been 

demonstrated, again the limitation of these models, except for those of direct prediction with DDPG, is that 

they lack a way to evaluate whether the intensity of the fluctuations has caused concept drift, and therefore, if 

it is necessary to update the predictors of supervised learning. 

Another important result is the fact that the algorithms used for demand forecasting are concentrated 

on the four identified: QL, DQN, DDQN, and DDPG. This is surprising since there are a wide variety of 

unused algorithms [13]. This could be an indicator that the application of reinforcement learning to the field 

of demand forecasting is in its early stages, which is why research is focused on the most well-known 
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algorithms. In any case, it is highly recommended that future studies focus on investigating the effectiveness 

and efficiency of other reinforcement learning algorithms to expand the field of application. 

No less surprising is the high concentration of studies in the energy sector, with a few studies in the 

transport and telecommunications sector, and only one in the trade sector. This would also indicate that this 

field of study would be in its early stages, being cultivated mainly by sectors with high demand volatility 

such as the electric power sector. If this is the case, there would be the possibility of extending these studies 

to other areas such as tourism, industry and retail, which are also characterized by their high volatility. 

Another interpretation for the underdevelopment of the field could be that there are barriers to a more 

widespread use of reinforcement learning, such as its high computational cost, convergence problems, and 

long times to reach optimal performance. If this is the case, studies on the application of QL, with its 

conceptual simplicity and rapid convergence, could be the spearhead for the expansion of reinforcement 

learning to other sectors. As for more complex models, studies on complements such as time series 

decomposition [4], [6] or algorithms to accelerate convergence such as adaptive early forecasting in [15], 

could be vital for the expansion of the field. 

 

 

5. CONCLUSION 

The present research was able to answer all the research questions posed. Regarding the question of 

how reinforcement learning has been used in demand forecasting, it was established that it has been used 

mainly for the dynamic selection of the best predictor from a base of predictors. It has also been used to 

directly predict demand and integrate a base of weight-weighted predictors. Regarding the problems and 

challenges that have been addressed with reinforcement learning, it was determined that it has been used for 

forecasts in highly changing situations, to adapt to variability on different time scales and for forecasts in 

situations of high complexity of the environment. Regarding the question of which are the most used 

algorithms, it was specified that these are QL, DQN, DDQN, and DDPG. Regarding the question of what 

metrics have been used to measure the performance of the models, it was pointed out that the most used are 

the classic MAE, mean absolute percentage error (MAPE), RMSE and R2. Regarding the question about the 

performance of the models that use reinforcement learning, it was established that they achieved a higher 

performance than the models with which they were compared, some even reported a 50% improvement in the 

error metrics in relation to them. Finally, when asked about the business sectors where this type of forecast 

has been developed, it was determined that it has mainly been the electric power sector, with other sectors 

having very little representation, such as the commerce sector, which only has one study. Additionally, this 

study has proven that the proposed models, especially those that use predictors developed with supervised 

learning, do not have concept drift detection mechanisms, so they cannot know when it is necessary to retrain 

their base models. To address this problem, a new use for reinforcement learning for drift detection is 

conceptually proposed. Finally, this study has revealed the need for future research that explores the large 

number of other algorithms of RL available, in addition to the widely used QL, DQN, DDQN, and DDPG. 

Likewise, the need for further research on concept drift detection mechanisms, such as the one proposed here, 

and on the use of RL for demand forecasts in other sectors such as tourism, industry and retail trade, became 

evident. 

 

    

APPENDIX 

  

Table 7. Clusters descriptions  
Cluster Definition 

Cluster 1: the 

policy 

gradient 
group.  

This is a group of seven papers that use the DDPG algorithm, of which five, [4]-[6], [15], [21] from the electric 

power, heat, telecommunications and transport sectors, use it to directly predict demand; while the other two [22], 

[23], from the electric power and heat sectors, respectively, use it to dynamically determine the most appropriate 
weighted weights to integrate a database of predictors. 
The main problems that these papers try to solve with the use of the DDPG are the variability at different time 

scales [4], [6], the nonlinearity, volatility, and dynamism of demand fluctuations in their respective sectors [4], [5] 
and the limitations of tabular methods of reinforcement learning, such as QL to handle spaces of state and 

continuous actions of great dimensionality [5], [13], [23]. 
The challenges for demand forecasting in the situations addressed by these articles are, firstly, the high granularity 
of the data, which is hourly in all but one of them [6] where it is even greater: at the level of seconds; secondly, the 

inclusion in four of them of independent variables related to climate such as temperature or radiation. This situation 

generates very high-dimensional state spaces. On the other hand, reinforcement learning algorithms are used 
directly to predict demand or assign weighted weights to the predictor base, in both cases the space for action is 

therefore continuous. These two conditions, unlimited state spaces and continuous action spaces, make the DDPG 

algorithm the best choice [13].  
Despite the above, the use of the DDPG algorithm requires considering its inherent weaknesses, such as the 

instability of convergence or the high temporal correlation that leads to overestimating the value of the policy over 
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Table 7. Clusters descriptions (continued) 
Cluster Definition 

 time, in this sense articles [4], [15] are interesting. In the first, it introduces two critique networks that work 

asynchronously, i.e. they are updated in different periods, to effectively deal with the high temporal correlation, and 
introduces an adaptive method of early forecasting that prevents the agent from exploring actions that are not at all 

beneficial, shortening the training time of the model and preventing the reduction of its accuracy. The second article 

uses wavelet decomposition to reduce time series to less complex sub-time series on which DDPG is applied. This 
alleviates the difficulty of convergence that the DDPG has on highly fluctuating data. 

Regarding the results of the application of these models, all studies reported an improvement over the forecasts of the 

baseline predictors taken individually and over other state-of-the-art models taken as a reference. The most used 
metrics were RMSE, ASM, and MAE. 

Cluster 2: the 

q learning 
group.  

It is made up of eight papers whose main feature is the use of the QL algorithm mainly for dynamic selection of the 

best predictor, which can be seen in five papers [16], [17], [25]-[27]; although it is also used for the integration of 
predictors using weighted weights, which can be found in two documents [28], [29]. These articles all come from the 

electricity sector unlike the last member of this cluster, the document [30], which comes from the transport sector that 

uses QL during the forecasting process to simulate the behavior of the carriers and understand the dynamics of the 
system. 
The problem that the articles in this cluster try to solve is to find a technique that works in several scenarios [16], [25] 

and under changing situations [27], [29], and that solves problems typical of traditional forecasting methods such as 
improving the overall accuracy of the forecast by ignoring local variations [17], recursive errors when using 

independent variable forecasts to make forecasts of dependent variables [26] or errors entered by data outliers [28]. 
To use QL, these models are required to define their state and action spaces discretely. This can be clearly seen in 
[30] where the state space is "n" stations and their need for dispatch or reception of bicycles. Likewise, the space of 

action of the agent (the carrier) consists of choosing whether to remain inactive or to perform a transport service. 

Another example is provided by studies [16], [25] where the task of QL consists of choosing between two predictors, 
ANN and RNN, according to the performance of each with respect to the observed data. In the latter cases, the action 

space consists of only two possible actions: choosing one algorithm or another, and the state space consists of a brief 

set of the most recent selections and their results. In the two cases where QL selects weighted weights to integrate the 
predictors [28], [29], the authors are forced to normalize the data, that is, convert them to values between zero and 

one, and then convert them into discrete quantities to represent the state spaces. Similarly, the possible weighted 

weights for each predictor are discrete quantities previously set to represent the share space in a discrete way. The 
latter goes against the recommendation of [13] that it is preferable to choose an appropriate algorithm for the 

environment rather than trying to simplify it to fit the algorithm, but despite this, all the documents in these sections 

report superior performance of the proposed models against individual algorithms or other reference algorithms. 
Cluster 3: the 

double q 

network 
group. 

This group is made up of three papers that use the DDQN algorithm, one [31], from the telecommunications sector, to 

identify similar consumer segments for forecasting purposes; and two from the electricity sector [24], [32] for 

dynamic selection of the best predictor. 
The problems that these documents attempt to solve are varied: [31] it tries to accurately classify consumers in order 

to make adequate forecasts, [32] it tries to overcome the scarcity of data by making use of analogous data obtained in 

situations similar to the one it is trying to forecast, and [24] it seeks to find a method that is effective both in demand 
peaks and in more normal periods. 
The action space of these models is discrete: selection of the best predictor or the best segment, but the state space is 

unlimited by the multiple independent variables they include. If, in addition to this configuration, there are reasons to 
suspect overestimation of Q values, then the DDQN algorithm is suitable [13]. This occurs in complex environments 

where short, very wide fluctuations (peaks) alternate with regular fluctuations such as the one described in [24]. 
Cluster 4: the 
q network 

group.  

This cluster is made up of four documents that use the DQN algorithm for different purposes within the forecasting 
process: [33] uses it to optimize the hyperparameters of the predictor model that is based on an LSTM network, [34] 

to select from the past data a day similar to the day that is the subject of the forecast, [35] to find demand patterns in 

different time horizons, and finally [7] to dynamically select the best predictor. This last article comes from the 
semiconductor distribution sector as opposed to the first three which come from the electricity sector. 
The problems that these articles attempt to solve are also varied: [33] attempts to overcome the lack of a rigorous 
method to optimally adjust the hyperparameters that have a high incidence on the accuracy of the forecast. [34] tries 

to find a method to find days in the past data like the one you are trying to forecast, which is especially complicated 

due to the nonlinear relationship between the large number of independent variables and the dependent variable. [35] 

addresses the problem of identifying demand patterns on different time scales, while finally [22] seeks an automatic 

method to select the best predictor for different products in different markets and influenced differently by the various 

independent variables. As in the previous cluster, the state space is unlimited, and the action space is discrete, which 
makes the DQN the simplest candidate to address these problems [13]. 

Cluster 5: 

other studies. 

In this group, the two articles that used reinforcement learning for their forecasting model were combined, but do not 

specify what type of algorithm was used. The first of these [19], from the transport sector, uses reinforcement 
learning to weight and integrate base predictors; while the second [20] uses reinforcement learning to predict 

electricity consumption and trends from various combinations of real and simulated measurements. 
The problem that the first paper [20] tries to solve is to find a forecasting model that is capable of quickly adapting to 
new conditions, while the second [19] tries to overcome the scarcity and variability of monitored data to forecast 

electricity consumption at the city level. 
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