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Stock market price prediction is a challenging task that plays a crucial role in
investment decision-making and financial risk management. Traditional
approaches often rely on a single machine learning (ML) algorithm for
predictive modeling. In this contribution, an innovative framework that
integrates logistic regression (LR) with support vector machine (SVM) to
improve the accuracy and reliability of stock market price prediction.
Combining the strengths of both algorithms, the proposed model harnesses
the interpretability of LR and the robustness of SVM to capture complex
relationships in stock market data. Experiments conducted on publicly
available Yahoo Finance stock dataset and the Dhaka dataset, the results show
that the proposed model yielded accuracies of 97.15% and 98.86%
respectively. In comparison with other models, the proposed method
outperformed the other models in terms of root mean square error (RMSE),
mean absolute error (MAE), mean absolute percentage error (MAPE), mean

squared error (MSE), and accuracy. The contribution and importance of
leveraging hybrid modelling techniques to enhance stock market price
prediction and facilitate informed investment decision-making.
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1. INTRODUCTION

The financial market plays a crucial role in shaping the development of global economies [1]. As the
stock market gains more prominence in the economic sphere, it has garnered increasing attention from the
general public [2]. A stock market or share market is the accumulation of buyers and sellers with the stocks
represent ownership on businesses [3]. The economic growth and advancement in technology have led to
volatility of stock market data which ruled out the capability of humans’ assessments of stock prices
manually [4].

One theory that explains the pricing of financial assets and the reasoning behind stock market
volatility is the efficient market hypothesis [5]. The efficient market hypothesis posits that in a legally sound,
well-functioning, transparent, and competitive stock market, rational investors can quickly and rationally react
to all market information. As a result, stock prices will accurately, sufficiently, and promptly reflect all
important facts, including a company’s present and future value. An enormous amount of money is involved
in stock trading, and even in a fraction time difference in price prediction can result in huge profit or loss [6].

A stock market is associated with buyers and sellers dealing stocks or shares. The stock data are a
sequence of the price of a given stock equally distributed by time intervals, i.e., time-series data [7], [8]. These
data are very fluctuating and equivocal which is influenced by a variational factor, including government
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policies, company earnings reports, influential shareholders, demand and supply, and expert speculations on

current events. The stock traders mainly focused on accurate prediction of the shares to maximize profit [9].

The stock market is characterized by both uncertainty and variability, making it challenging to accurately

predict market trends [10].

Stock prices can be extremely volatile, influenced by a myriad of factors such as economic data,
geopolitical events, market sentiment, and even natural disasters [11]. This volatility often leads to
unpredictable price movements, making reliable predictions difficult. The stock market is influenced by a vast
array of variables, including economic indicators, interest rates, company performance metrics, global events,
and investor sentiment. The high dimensionality of this data makes it challenging to identify which factors are
most significant in predicting price movements [12]. Stock markets are often characterized by random noise
fluctuations that do not follow any predictable pattern. These anomalies can be caused by irrational investor
behavior, speculative trading, or unforeseen events, making it hard to distinguish between genuine signals and
mere noise. Investors in the stock markets have been attempting for a long time to develop methods for
predicting stock prices to make more profit [5]. However, making precise and consistently correct forecasts is
complicated because of various factors, such as military war or politics, which affect investors’ sentiments and
thus, causing stock market movements. As a result, developing a consistent and accurate method is not easy.

Machine learning (ML) techniques have been employed in stock price prediction to improve the
accuracy of predictions and alleviate these difficulties. The stock market prediction has always been appealing
for the researchers. There have been numerous scientific attempts to predict the stock market effectively such
as decision tree (DT)-based models and support vector machine (SVM) have been utilized in stock market
forecasting but no method has been discovered accurately to predict stock price but no method has been
discovered accurately to predict stock price movement.

Numerous studies have been developed in the context of studying stock market price movement
variations using different techniques such as ML [13], deep learning [14], artificial neural networks (ANN) [15],
and artificial intelligence (Al). these techniques are used by stock experts to assist investor to properly anticipate
the situation of the company, on the basis of past and present data, and the current condition in the market. and
give them a direction to make decisions. While various ML algorithms have been applied to this problem, each
approach has its strengths and limitations. It is imperative to develop an intelligent model that can be used in
stock market price movement prediction to enhance the predictive capability of stock price accuracy issues
which can be beneficial in provision of real-life solutions to the problem of the investor’s decisions.

This study utilized a cooperative model built on a ML technique which combines the logistic
regression (LR) and SVM models to strengthen the results of these two individual models. LR is a linear model
that is effective for binary classification tasks. It works well when the relationship between the features and the
target variable is approximately linear. LR is simple to interpret and provides probabilistic outputs, which are
useful in understanding the confidence of predictions while SVM, particularly when used with non-linear
kernels (like the radial basis function or polynomial kernels) is used to model complex, non-linear relationships.
SVM finds the optimal decision boundary (or hyperplane) that maximizes the margin between different classes,
making it robust to overfitting in many cases. Hence, integrating the LR and SVM, for stock price prediction
capture both linear and non-linear patterns in the data.

Drawing upon the provided background information, this study raises the following inquiry: how can
the data exploratory be obtained to accurately predict stock price market to aid investor in buy and selling of
stocks for proper decision making? The proposed method is developed with the consideration of the above-
mentioned gaps and the associated research question, which led to the following contributions;

— New ML framework: the development of a new framework that integrates LR with SVM models to leverage
the complementary strengths of both algorithms for enhanced stock market price prediction. This offers an
innovative approach to maximize the stock prices performance.

— Stock optimization: a method for improving the stock prediction accuracy, thereby addressing a critical
aspect of real-time stock price prediction for investor is introduced.

— Performance evaluation: detailed experimental evaluations of the proposed model on publicly available
datasets to test the performance of the model with stock prices.

The following sections of this paper are arranged in the following order: section 2 provides a review
of the existing related techniques. Section 3 presents a detailed explanation of the methodology; section 4
discusses various experiments and evaluations of the model. Section 5 presents the discussion. The conclusion
remarks are shared in section 6.

2. RELATED TECHNIQUES
The research in [16] addressed the problem of extraction of meaningful data and uncover patterns and
relationship from their databases by using linear regression and moving average are used. The results obtained
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show that the algorithm was able to understand the past data and does not focus on the seasonal part, thereby
improved prediction accuracy. The limitation of the approach is that it is limited to a particular company stock.

The issue regarding accurate prediction of stock market returns due to stock volatility in the market
was presented in [17] utilizing multiple linear regression, polynomial regression, DT regressor, and random
forest regressor. The results of the proposed method shows that root mean square error (RMSE) and R-square
(R?) error yield good performance on the stock prediction. The results accuracy reduces as the dataset becomes
larger.

Naeem et al. [18] addressed the problem of reliable prediction of stock market value is challenging
due to its complexity intrinsic volatility and regular changing nature. The authors used different ML was used
for comparison with the stock market value prediction to build system model.to address this issue. The used of
time series forecasting with prophet and artificial recurrent neural network (RNN) long short-term memory
(LSTM) yield in more accurate prediction. The intrinsic volatility complex and regular changing in nature of
stock market makes reliable prediction challenging was an issue introduced in [19]. This issue was addressed
using ANN with backpropagation algorithm. The experimental result shows that using prediction model give
accurate predictive performance. Although, the method achieved better accuracy, the limitation is that the
approach does not consider the growth or pruning method for the selection of network architecture.

The work done in [20] in addressed the problem of forecasting the stock prices is difficult using a
RNN and LSTM. Experimental results obtained shows that increase in the epoch give the best training result
of RMSE of 0.000983 and testing RMSE of 0.00859 was achieved. One of the limitations of the approach is
that the method is highly biased. Furthermore, the problem of prediction of stock prices was addressed in [21]
utilizing LSTM neural network algorithm optimized by MBGB algorithm. The result of the experiment shows
that the addition of data prediction related to stock news and basic information which enhances the model
stability and accuracy. The limitation of the approach is that it requires too much time for prediction. Also,
research in [22] addressed the problem of stock market prices which is often full of uncertainty and affected
by many factors by using SVM and ANN techniques. From the results obtained, the authors claimed that the
method was able to correctly predict the stock prices. The limitation of the approach is that only sentiment data
are used from various news and twitter resources no historical data are considered for prediction.

According to Chahuan-Jiménez et al. [23], the prediction of stock market direction since the market
is intrinsic volatile across the globe is a challenging issue. The authors used ML algorithm known as multiple
DT to reduce forecast error and minimize risk in investment. The results obtained shows that the method
outperform other existing algorithm found in the literature. The problem of stock price prediction was
addressed using auto-regressive integrated moving average (ARIMA) model [24]. The result of the
implementation shows that the ARIMA model has a strong potential for short-term prediction and can compete
favorably with existing techniques for stock price prediction. Furthermore, Shen and Shafig [25] worked on
short-term price trend from big data using feature engineering and deep learning-based model. The proposed
solution outperforms the other ML due to comprehensive feature engineering that was used. The system
achieved overall high accuracy for stock market price tend prediction. One of the limitations of this approach
is that it is computationally expensive.

One can see that the existing literature regarding stock market price prediction has become apparent
from the limitations. Previous research has contributed immensely but often lacked comprehensive and
advanced approaches to deal with the intricacies of inaccurate prediction of stock price to assist investors in
investment decision making. Through a variety of noteworthy contributions like those listed above, this
research greatly strengthens solutions to these weaknesses by developing a hybrid model which integrates LR
and SVM to improve stock price prediction as possible means of providing adequate information to investors
on stock price to make effective investment decisions. The next section gives a detailed explanation of the
proposed methodology for the prediction of stock market price.

3. METHOD

This section describes the proposed method as shown in the system architecture in Figure 1. The
proposed system architecture is divided into four steps: i) data collection stage, ii) data preprocessing stage,
iii) feature selection stage, and iv) prediction stage. The proposed method is further detailed in the following
sections.

3.1. Data collection stage

To ensure the universality of the proposed model, the stock market dataset used in this research is
obtained from the Yahoo Finance stock and Dhaka stock datasets, which as openly available [26]. This data is
in comma separated values (CSV) and fed into the data pre-processing layer for further processes, as in
Figure 1.
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Figure 1. Proposed framework for stock price market prediction

3.2. Data pre-processing stage

At this stage, the acquired data is pre-processed to remove the outliers or noises that can affect the
performance of the proposed model. In this research, the data is pre-processed through the feature scaling as
explain in subsequent sub-sections.

3.2.1. Feature scaling techniques
This is a way of standardizing the independent features that are present in the data within a fixed
range. The feature scaling techniques used in this study are standardization and normalization.

3.2.2. Standardization
This is a method of standardizing the independent features present in the data within a fixed. The data
is scaled to a specific area to enable a thorough analysis. The variables are rescaled to have a mean of zero and
the resulting distributions have a unit standard deviation. The standardized scaling as in (1):
X-u

x' =Xt L)

[
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where X’ is the standardized data, p is mean of the feature values, and o is standard deviation of the feature
values.

3.2.3. Normalization
This is a scaling approach in which features are re-scaled so that the data will fall in the range of zero
and one. It undertakes a linear alteration on the initial data [24]. The normalized form of each feature is
computed as in (2):
X—Xmin

X' =

Xmax—Xmin

)
where Xmin is minimum value of the feature and Xmax is maximum value of the feature.

3.3. Feature selection stage

To enhance the stock price prediction accuracy, the features from raw data using the domain
knowledge. The features such as the open, high, low, close, adj_close which are extracted to improve the
prediction performances of the classifiers. The output of these selected data features is passed to the prediction
stage for further processing.

3.4. Prediction stage

In this study, the LR and SVM for classification of stock price. The extracted data input is passed to
the LR, which is applied to the stock market data to estimate the probability of price movement direction (e.g.,
increase or decrease). This stage provides valuable insights into the influence of individual features on stock
price changes and offers interpretability, allowing investors to understand the underlying drivers of market
dynamics. The SVM is employed to refine the predictions generated by LR and capture complex nonlinear
relationships that may not be fully captured by the linear model [3] using (3):

Y =61 X1 + Xy + - o Xy (3)

where X, X,, .... X, represents the independent variables while g,, B, ... B, represent the coefficient in the LR
model.

3.4.1. Support vector machine

SVM utilizes the kernel technique with the support vector to deal with the classification problems.
The one-class SVM is utilized for the identification of the appropriate region that contains the unknown large
data distribution. This can be represented mathematically as in (4) and (5) respectively.

i1 24 1yn o _
erglgzllwll tXia&—p 4
subject to (w; @ (x;)) = p — &, =0 (5)

where x; = (x4, %, =** x,), i = (1,--+,n) are ntraining samples in the original data space, and ¢; is the slack
variable for penalizing the outlier. The hyper-parameter v € [0,1] is the weight for the controlled slack
variable; @ is a map from the non-empty set of the original input data. The decision function is defined
as in (6):

f) = sgn(Xiz, ak(xx) = p) (6)

where x represents the input data vector, and k represents kernel function which is used for parameter selection
in SVM. This is defined as in (7):

k(x,x") = (P(x) - d(x")) 7

3.4.2. Decision tree

Typically using a top-down greedy method, a DT classifier offers a quick and efficient way to classify
data instances [23]. Training datasets are recursively divided into smaller subsets by DT until every set is part
of a single class. Information theory is used iteratively by the DT algorithm as a means of selecting attributes.
In every sample space, there are data that might not contribute to the decision made by the DT model; the
model tries to make its decision by ensuring that the decision boundaries are void of impurities as much as
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possible. Entropy computation has been formalized by Shannon. Let assume a random variable X with values
xi and probability pr(x;) has its entropy in (8):

H(X) = =X, Pr (x)log,Pr (x;) (8)

In addition, information gain, which is meant to be maximized in the decision processes, has the
lowest value as zero (0) and the highest value as one (1). In some other texts, this is called gain ratio, which
draws many of relationships from the entropy. It is mostly defined by the difference between the initial and the
final entropy, as shown in (9):

IG(X,i) = H(X) — H(X|i) C)]

After applying each classification (C) algorithm to the selected data feature (x) separately, this
research computes the result of each of the model classification results from each test instance, and the final
output is predicted using a voting mechanism as computed in (10):

y = Max{C;(x), C;(x), ...., C,(x)} (10)
where x is the extracted input data and C is the assigned classifier.

3.5. Hyperparameter tuning

To obtain the experimental results and achieve the objective of this study all algorithms were coded
in python language. The data obtained were separated as training and test data to test the algorithm that can
give optimum stock price prediction performance. The hyperparameters used in the implementation are shown
in Table 1.

Table 1. Hyperparameter used for the implementation

Model Parameter

SVM  C:[0.1,05,1,15]

Epsilon: [0.01, 0.1, 1]
Gamma: [‘auto’]
Kernel: [‘linear’, ‘poly’,’rbf’]

RF Max_depth: [80, 90, 100, 110]
Max-features: [2, 3]
Min-samples-leaf: [3, 4, 5]
Min_samples_split: [8, 10, 12]
No_estimator: [100, 200, 300,1000]

DT Max_feature: [5, 210,13, 20]
Max_sample: [50, 200, 400, 600]
Max_depth: [2, 4, 6, 8, 10]
Criterion” [‘gini’, ‘entropy’]

For the optimization of the algorithms, it is crucial to find the optimal parameters instead of directly
giving values. In this study, to find the optimum parameters, the parameter with the highest accuracy were
selected from the hyperparameter in Table 1 using grid search approach.

3.6. Modelling training and testing

In this stage, the different classifiers are trained on the stock market dataset. A cross-validation
technique is used to test the model using the validation dataset after it has been trained on the annotated dataset,
with 90% of the dataset designated for testing and the remaining 10% for training. This is because training and
testing datasets need to be appropriate representations of stock market price. Overfitting and bias were
prevented by repeating this procedure. The best machine-learning techniques were determined by testing the
trained model on stock dataset.

3.6.1. Algorithmic and mathematical analysis

Algorithm 1 displays the pseudo-code used to implement LR with SVM model. After the features
have been extracted from the stock market dataset, the classifier is applied to predicted the target value which
is the stock price.
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Algorithm 1. Prediction of stock market price using hybrid LR and SVM
Input: Training dataset {xi,yi}i=IN, text sampel x, k(1<k<N),p(p>1)
Output: Prediction of stock price y“for x*

1. fori=lk

2 for each training data instance dj

3 set the tarhet value for the regression to Z;

4, initialize the weith of instance d; to [P(1|d;j(1-P(1|d;))]

5. finalize f(j) to the data with class value (Z;) and weight (w;)

6

7

8

assign class label 1
if Pig> 0.5 otherwise
. class label 2

9. endif

10. endfor

11. endfor

12. /ISVM

13. Normalize the dataset

14. foreachC,y

15. class validation using leave-one-out
16. train and test SVM

17. store the success rate

18. endfor

19.  compute the average success rate
20. update the best C, y

21. choose C, y with the best success rate
22. return y

3.7. Evaluation metrics

To evaluate the performance of the new model, the cross-validation technique is adopted [27]. The
cross-validation technique is one of the scoring evaluation schemes used to measure the performance of the
classifier [28]. This technique involves splitting the dataset into 90% for training and 10% for testing.
Furthermore, the performance of different stock prediction models is evaluated based on the following metrics:
mean absolute error (MAE), mean squared error (MSE), mean absolute percentage error (MAPE), RMSE, and
R2[29]. These are computed as in (12)-(16) respectively.

MAE: this is the average of the absolute different between the predicted and actual values as shown
in (12):

1
MAE = ;Z?:ﬂxi = yil (12)

where x; and y; represent the actual and predicted values, and n is the total number of stock samples.
MSE: this is defined as the average squared differences between the actual value and predicted values,
as shown in (13):

MSE = -3 (x; — y:)? (13)

where x; and y; represent the actual and predicted values, and n is the total number of stock samples.
MAPE: this is defined as the average absolute percentage difference between predicted values and
actual values as in (14):

1
MAPE = -3,

%| (14)

where x; and y; represent the actual and predicted values, and n is the total number of stock samples.
RMSE: it is a predictive model by calculating the square root of the average of squared differences
between prediction and actual observation, as in (15):

RMSE = [233(x, - y))? (15)

Prediction of stock market price for investors using machine learning approach (Omobayo Ayokunle Esan)



2728 O3 ISSN: 2302-9285

A smaller RMSE signifies a better fit of the model to the data, indicating the model's predictions are closely
aligned with the actual values. Where x; and y; represent the actual and predicted values, and n is the total
number of stock samples.

R2: also recognized as the coefficient of determination, is a statistical index that quantifies the extent
to which changes in the dependent variable can be attributed to its relationship with one or more independent
variables as in (16):

20y 0) = 1 — Zi=o@i=T)?
REGy.9) =1-520 50 (16)

where n is the total number of samples, x; and y; represent the actual and predicted values.
The closer the value of 1, the better the value of R The lowest value of MSE, MAE, RMSE, and
MAPE is the best value [30]. The next section discusses the experimental evaluations and result.

4. EXPERIMENTAL EVALUATIONS AND RESULTS

This section presents different experiments carried out to achieve the prediction of stock market price
using the proposed method. The configuration and parameter settings and the experimental implementations
are discussed in the subsequent part.

4.1. Data description and experimental settings

The implementation software used in this research is Python software. The training and testing
procedures were conducted on a computer equipped with a both central processing unit (CPU) and graphical
processing unit (GPU) computers. The stock dataset is obtained from the Yahoo Finance stock market and
Dhaka stock market database repositories [26], [31].
- Yahoo Finance stock market dataset

The Yahoo Finance stock market dataset used in this implementation starts from April 1, 2018 to
March 31, 2023, and contains 1,257 rows and 7 columns [26]. The dataset is a financial dataset containing
daily stock market data for multiple assets. The features such as the open, high, low, close, adj_close which
are extracted to improve the prediction performances of the classifiers. These features description, sample of
yahoo and Dhaka finance stock datasets are further explained in Tables 2-4.

Table 2. Features description

Features Descriptions
Date This is the date on which the stock market data was recorded
Open This is the opening price of the asset on the given date
High This is the highest price of the asset on the given date
Low This is the lowest price of the asset on the given date
Close This is the closing price of the asset on the given date
Adj close This is the adjusted closing price of the asset on the given date. This price takes into account any dividends, stock
splits, or other corporate actions that may have occurred, which can affect the stock price
Volume This is the total number of shares of the asset that were traded on the given date
Date his is the date on which the stock market data was recorded

Table 3. Sample of Yahoo Finance stock data
Date Open High Low Close Adj close  Volume
28-04 33,797.43 34,10456 33,728.40 34,098.16 34,098.16 354,310
27-04 33,381.66 33,859.75 33,374.65 33,826.16 33,826.16 343,240
26-04 33,596.34 33,645.83 33,23585 33,301.87 33,301.87 321,170
06-02 33,874.44 33,962.84 3368358 33,891.02 33,891.02 296,400
28-11 34,27591 34,303.88 33,799.35 33,840.46 33,849.46 300,330
25-11 34,213.04 3438651 34,199.57 34,347.03 34,347.03 131,660
23-11  34,09157 34,262.07 34,004.64 34,194.06 34,194.06 236,820
17-11 33,329.27 33,616.02 33,239.75 33546.32 33,546.32 319,210

To avoid biases in the implementation and for proposed model generalization, another a publicly
available Dhaka stock market dataset was used [31]. The dataset starts from January 2013 to February 2024.
The samples of the dataset as shown in Table 4.
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Table 4. Sample of Dhaka stock market data

Date Open High Low Close Volume

28-01 14603 147626 1459.67 1473.01 833692000
29-01 147301 1500.77 1473.01 149567 1326800000
30-01 149567 1506.46 148594 1486.56 1054900000
31-01 148656 149553 1483.61 148856 925494000
03-02 148856 1499.44 1481.38 149415 1081130000
03-04 149415 15133 149415 1503.97 1330170000
02-05 1503.97 152176 1498.16 1518.42 1015790000

4.2. Experimental results and analysis

In this section, the results of the proposed algorithm on the publicly available Yahoo Finance stock
market and Dhaka stock market databases [26] are presented to assess the performance of the proposed method
compared with other baseline detection methods.

4.3. Experiment 1: qualitative evaluation of the proposed model and the baseline methods on Yahoo
Finance stock dataset

This study aims to the performance of the proposed method with other baseline ML techniques used
in this study on yahoo finance stock market for the prediction of stock prices. The actual and predicted data is
shown in Table 5.

Table 5. Quantitative evaluation of proposed model with baseline predictive models on Yahoo Finance stock

market dataset
Actual growth rate value ~ Random forest Decision tree Proposed method
Actual values Predicted values  Predicted values  Predicted values
0 0.434694 0.431725 0.431725 0.431725
1 0.431216 0.427996 0.427996 0.427996
2 0.429354 0.429508 0.429508 0.429508
3 0.430333 0.414721 0.414721 0.414721
4 0.416166 0.415496 0.415496 0.415496
5 0.417105 0.415134 0.415134 0.415134
6 0.413863 0.425594 0.425594 0.425594

Table 5 shows the actual and predicted stock market prices using the DT, RF, and proposed method.
When compared to other implementation methods, proposed method produced a better prediction which is as
close to the actual prediction as it can be seen in Table 5. Additionally, the performance of each method is
evaluated by quantitative evaluation in terms of the MSE, MAE, RSME, MAPE, R? score, and accuracy. The
summarized results of other metrics used in the implementation is shown in Table 6.

Table 6. Performance evaluation of ML baseline methods (Yahoo Finance stock dataset)

Model MSE MAE RSME MAPE R?  Accuracy
RF 0.02051 0.0347 0.45288 0.3759 0.76 93.91
DT 0.01518 0.0235 0.38969 0.1429 0.94 95.43

Proposed model  0.00805 0.0180 0.29674 0.1073  0.99 97.15

Table 6 presents an additional analysis of the stock prices generated performance to MSE, MAE,
RSME, MAPE, R?score, and accuracy. Based on the outcome displayed in Table 6, the proposed method has
an MSE 0.00805, MAE of 0.0180, RSME of 0.29674, MAPE of 0.1073, R? score of 0.99, and accuracy of
97.15. The MSE value of 0.00805 suggests that, on average, the model’s forecast exhibit a deviation
approximately 0.0008 unit. The RMSE of 0.29674 signifies that the average deviation between predicted and
actual values is merely 0.3 unit. The MAE score of 0.0180 signifies that the proposed model’s prediction
exhibits an average variance of merely 0.018 units from actual data. The R? of 0.99 suggests that the proposed
method exhibits a high degree of accuracy in capturing the stock price patterns present in the data and
effectively accounts for a significant percentage of variation in the independent variables. The stronger R?2
value suggest that the model effectively account for the variability of the observed data.
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4.4. Experiment 2: qualitative evaluation of the proposed model and the baseline methods on Dhaka
stock market dataset

This study aims to generalize the performance of the proposed method and other baseline ML
techniques used in this study on Dhaka stock market for the prediction of stock prices. The actual and predicted
data is shown in Table 7.

Table 7. Quantitative evaluation of proposed model with baseline predictive models on Dhaka stock market

dataset
Actual growth rate value  Random forest Decision tree Proposed method
Actual values Predicted values  Predicted values  Predicted values
0 0.455200 0.438992 0.431725 0.438992
1 0.438566 0.433367 0.427996 0.433367
2 0.432565 0.438992 0.429508 0.438992
3 0.440565 0.433367 0.414721 0.433367
4 0.431265 0.433367 0.415496 0.433367
5 0.434539 0.416492 0.415134 0.416492
6 0.414476 0.422117 0.425594 0.422117

Table 7 shows the actual and predicted stock market prices using the DT, RF, and proposed method.
When compared to other implementation methods, proposed method produced a better prediction which is as
close to the actual prediction as it can be seen in Table 7. Furthermore, the performance of each method is
evaluated by quantitative evaluation in terms of the MSE, MAE, RSME, MAPE, R? score, and accuracy. The
summarized results of other metrics used in the implementation is shown in Table 8.

Table 8 presents an additional analysis of the stock prices generated performance to MSE, MAE,
RSME, MAPE, R?score, and accuracy. Based on the outcome displayed in Table 8, the proposed method has
an MSE 0.00805, MAE of 0.0044, RSME of 0.0085, MAPE of 0.1002, R? score of 0.9835, and accuracy of
98.86. The MSE value of 0.0001 suggests that, on average, the model’s forecast exhibit a deviation
approximately 0.0008 unit. The RMSE of 0.0085 signifies that the average deviation between predicted and
actual values is merely 0.009 unit. The MAE score of 0.0044 signifies that the proposed model’s prediction
exhibits an average variance of merely 0.004 units from actual data. The R? of 0.9835 suggests that the proposed
method exhibits a high degree of accuracy in capturing the stock price patterns present in the data and
effectively accounts for a significant percentage of variation in the independent variables. The stronger R?
value suggest that the model effectively account for the variability of the observed data.

Table 8. Performance evaluation of ML baseline methods (Dhaka stock market dataset)

Model MSE MAE RSME MAPE R? Accuracy (%)
RF 0.0013 0.0356 0.0364 0.3759 0.7004 70.11
DT 0.0002 0.0155 0.0111 0.9909 0.9450 93.82
Proposed model  0.0001 0.0044 0.0085 0.1002  0.9835 98.86

4.5. Comparison evaluation of the proposed model with execution time

The execution time of the models used in the implementation on the Yahoo Finance stock and Dhaka
stock datasets for the prediction of stock prices on both CPU and GPU are as shown in Figure 2. From
Figures 2(a) and (b), one can be observed that the execution time of the proposed model is faster than RF and
DT models used in the implementation on CPU, and this is also applicable to GPU on both Yahoo Finance
stock and Dhaka stock datasets, thereby addressing a critical aspect of real-time stock prediction.

4.6. Comparison evaluation of performance of the proposed method with other methods

This section compares the performance of the proposed model with other state-of-the-art predictive
models that are currently in use on Yahoo Finance stock datasets regarding the following: MAE, RSME, R?
score, and accuracy, and model used, as shown in Table 9.

Table 9 shows that performance of the proposed model with other models in literature on Yahoo
Finance stock and Dhaka stock market datasets. The proposed method on Yahoo Finance dataset has MAE of
0.0180, the RMSE score is 0.29674, the RZis 0.990 compared to another model in the Table 9. This attests to
the inference made in [37] that the closer the value of 1, the better the value of R2. The lowest value of MSE,
MAE, RMSE, and MAPE is the best value. The proposed model achieved accuracy of 97.15% which were
higher than other methods in Table 9. Furthermore, on the Dhaka stock market dataset, the proposed method
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shows superior performance in comparison with other models used in the literature. The proposed method,
however, yields excellent prediction results based on the six-evaluation metrics used in the implementation.

EXECUTIONTIME EXECUTION TIME

Time in Seconds
O o N ® W
S & © © o

B
1=

mCPU

Time in Seconds

GPU

N w
o o o

DT Proposed Method RF DT Proposed Method

Prediction Model Prediction Models

(@) (b)

Figure 2. Comparative analysis of execution time of; (a) each model on CPU and GPU on Yahoo Finance
stock dataset and (b) each model on CPU and GPU on Dhaka stock dataset

Table 9. Performance evaluation of proposed model with other existing prediction models

Authors Model Dataset used MAE  RSME R2-score  Accuracy (%)

[32] NMC, BERT, LSTM, and DQN Dhaka 0.104 0.0739 61.77

[33] ARIMA Dhaka - 0.8705  0.9259

[34] Ensemble of graph theory Dhaka 5-10 10-15 -

[35] Improved KNN Dhaka 0.394 0.394 0.988

[36] XGBoost Dhaka 0.558 - 0.989 -
Proposed method LR and SVM Yahoo Finance  0.0180 0.2967 0.990 97.15

Dhaka 0.0044 0.0085  0.9835 98.86

5. DISCUSSION

This study investigated the prediction of stock market prices using the integration of LR and SVM on
publicly available Yahoo Finance stock and Dhaka stock market datasets. From the experiments conducted,
we found that the LR provides interpretability as it estimates the probabilities, making it easier to understand
the impact of the features on the stock market price movements, the SVM handles the nonlinear relationships
between features and target variables, potentially capture more complex patterns in the data, as shown in
Tables 5 and 7. Furthermore, the execution time of the proposed method was 64 seconds on CPU and
38 seconds on GPU and 66 seconds on CPU and 43 seconds on GPU on Yahoo Finance and Dhaka finance
datasets respectively as shown in Figure 2. The proposed method used in this study tended to have a higher
proportion of prediction accuracy of 97.15% on Yahoo Finance dataset and accuracy of 98.86% on Dhaka
stock market dataset. In comparison of the proposed method with other prediction methods used in literature
as shown in Table 9, the study suggests that higher accuracy. The proposed method may benefit from the
strengths of two models’ integration.

Limitations: this study explored comprehensive and advanced approaches to deal with the issue of
predicting stock market prices for potential investors in addition to accurate stock price prediction hampered
by the computing efficiency of real-time stock market. However, further, and in-depth studies may be needed
to confirm the computational complexity and memory-intensive especially in large datasets, making them less
scalable for extensive feature sets or long time series. Also, the model sensitivity to outliers which are common
in financial data can affect the model’s prediction performances.

6. CONCLUSION

As the stock market is bound tightly to a country’s economic growth and brings in huge investments
by the investors and issues equities in the public interest, forecasting the movement of the stock prices and the
market becomes essential to prevent huge losses and make relevant decisions.

This study has presented a novel framework that integrates LR with SVM for enhanced stock market
price prediction. Combination of the interpretability of LR with the robustness of SVM achieved superior
predictive performance and facilitates informed investment decision-making. This research highlights the
efficacy of integrating LR and SVM into a hybrid model to improve prediction accuracy in complex
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classification tasks. The key findings demonstrate that by combining the linear capabilities of LR with the non-
linear flexibility of SVM, the hybrid model effectively captures a broader range of data patterns. This
integration leverages the strengths of both methods, balancing bias and variance, and enhancing the model's
ability to generalize across diverse datasets. The research contributes a robust methodology for model
integration, including strategies such as votingwhich collectively lead to significant improvements in predictive
performance. This hybrid approach not only offers superior accuracy but also provides a versatile framework
for tackling real-world challenges where data complexity and variability are prevalent.

This study demonstrates that utilizing the proposed method is more resilient than the other state-of-
the-art methods used in this study. Future studies may explore the use of more temporal features with feasible
ways of establishing influence of period, holiday and time variables to resolve the inaccurate decision making
by investors in prediction of stocks prices. Future research directions include exploring additional hybrid
modeling techniques and incorporating alternative data sources to further improve the accuracy and reliability
of stock market prediction models.
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