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 Stunting is a condition caused by poor nutrition that results in below-average 

height development, potentially leading to long-term effects such as 

intellectual disability, low learning abilities, and an increased risk of 

developing chronic diseases. One effort to reduce stunting is to apply a 

machine learning algorithm with a data science approach to develop risk 

prediction models based on factors in stunting. The study used the current 

cross industry standard process for data mining (CRISP-DM) framework to 

gain insight and analyzed 1561 records of data collected from the Indonesia 

family life survey (IFLS) for the prediction models. Two sampling methods, 

random undersampling, and oversampling synthetic minority oversampling 

technique (SMOTE), were employed and compared to overcome the data 

imbalance problem. Four machine learning classifier algorithms were trained 

and tested to determine the best-performing model. The experiment results 

showed that the algorithms yielded an average accuracy of more than 75%. 

Using the undersampling technique, the accuracy obtained by logistic 

regression, k-nearest neighbor (KNN), support vector classifier (SVC), and 

decision tree classifier were 95.21%, 78.91%, 92.97%, and 86.26% 

respectively. Meanwhile, the oversampling technique reached 96.17%, 

88.50%, 93.29%, and 95.21%, respectively. Logistic regression emerges as 

the best classification, with oversampling yielding superior performance. 
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1. INTRODUCTION  

Stunting is a critical issue faced by many developing countries, including Indonesia, and it has 

significant long-term effects on the growth and development of children. According to the World Health 

Organization (WHO), stunting is defined as the condition where a child’s height falls below two standard 

deviations (-2 SD) from the median standard of healthy child growth [1]. Its impact extends beyond the 

physical aspects, affecting children’s cognitive development. It also reduces optimal educational 

performance, potentially diminishes intellectual and motor capacities, and influences economic and social 

aspects [2]-[4]. 

The WHO data from 2018-2020 reveals that Indonesia ranks second in the Southeast Asia region for 

the highest prevalence of stunting, with Timor-Leste in first place and the Philippines in third [3]. According 

to the Indonesian Health Survey (SKI), conducted in 2023, 21.5% of children under five years old in 

Indonesia suffer from stunting [5]. This indicates that 1 in 5 children in Indonesia is affected. However, this 

percentage still exceeds the WHO threshold, which recommends that the prevalence of stunting should be 

less than 20% [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The early stages of a child’s development, particularly the first thousand days after birth, constitute 

a challenging period for growth and development [7], [8]. Stunting, a highly complex problem with 

contributing factors such as inadequate maternal nutrition, health conditions, suboptimal child-feeding 

practices, and recurring subclinical infections [1], is often linked to poverty. In areas with high poverty rates, 

parents frequently face challenges in meeting basic household needs, including providing adequate 

nutritional intake for their children. Furthermore, the level of education plays a pivotal role in exacerbating 

nutritional problems. A lack of understanding regarding the importance of proper nutritional practices often 

leads to inappropriate feeding habits [9]. For example, many parents in Indonesia may poorly grasp the 

significance of early breastfeeding initiation as a crucial step in ensuring optimal nutrition intake [10]. 

These findings trigger the need for a deeper understanding of the stunting issue and efforts to 

address it are crucial to ensure the well-being of the young generation in Indonesia and similar countries. In 

this context, this research aims to apply a data science and machine learning approach to delve deeper into 

the factors influencing stunting. This approach allows for meticulous data analysis that identifies key 

contributors and develops more effective solutions. Accordingly, this research builds upon similar studies 

that have explored the application of data analysis and machine learning to predict the risk of stunting, 

providing valuable insights into this complex issue [11], [12].  

Chilyabanyama et al. [11] compared machine learning algorithms to predict stunting in Zambia, 

considering factors such as the child’s gender, mother’s age, household head’s age, child’s age, household 

characteristics, maternal employment, education, and family size. They reported that the random forest 

classifier achieved 79% accuracy. In another study, Shen et al. [12] achieved 72.8% accuracy using the 

XGBoost classifier to predict stunting in Papua New Guinea, focusing on factors including residence in the 

Highlands Region, child’s age, wealth status, and birth size. Both papers collectively revealed limitations in 

optimally identifying the relationships between essential features, leading to an incomplete understanding of 

the factors crucial for predicting stunting. Furthermore, existing research has yet to address parameters such 

as birth weight, prematurity status, breastfeeding, food and protein intake, and consumption expenditure. 

In light of this, our research aims to analyze the dominant factors contributing to stunting incidents 

in Indonesia. Specifically, to address the gaps above, we will utilize the cross-industry standard process for 

data mining (CRISP-DM) framework during the data analysis stages to manage complex parameters. 

Advanced analytical techniques and evaluations, along with the implementation of machine learning, will be 

carried out to create a simple stunting symptom detection model using data from the Indonesia family life 

survey (IFLS) for the years 2014-2015. The data will be reprocessed based on the tested variables. The 

processed output data will then be used to build a machine learning model by training the classifier algorithm 

through supervised learning to assess its performance.  

 

 

2. METHOD 

2.1.  Data source 

The data used in this study is in the form of longitudinal secondary data collected by the RAND 

Labor and Population division of the IFLS-5 from 2014 to 2015. This data is openly accessible for general 

use on the RAND Corporation study website (https://www.rand.org/well-being/social-and-behavioral-

policy/data/FLS/IFLS/ifls5.html). IFLS data comprises socioeconomic data, household health surveys, 

community or group surveys, and service provider information in Indonesia. The research was conducted 

randomly among households residing in 13 out of the 34 provinces in Indonesia. Data was collected 

continuously for the same households and individuals over time. Since its inception, IFLS has produced six 

different data sets, with IFLS-5 being the most recent.  

The variables used in this study encompass various aspects relevant to understanding the level of 

stunting in children. Most of these variables have also been used in previous research [9], [13], [14] that 

categorizes factors into child-related, parental, environmental, and nutritional aspects. In their study, 

Weingarten et al [9] identified height, paternal education, and protein intake expenditure as dominant factors 

in stunting. Taguri et al [13] specifically highlighted the relationship between protein intake, birth weight, 

parental education, father’s occupation, and family economic status with stunting in children. Similarly, 

Paudel et al. [14] found associations between stunting and variables such as mothers without earnings, food 

deficit households, caretakers other than the mother, kitchens without ventilation, children exposed to 

pesticides, and breastfeeding. Additionally, they identified other contributing factors, including dietary 

diversity below WHO standards and diarrhea. These studies collectively emphasize the critical role of these 

variables in understanding stunting levels among children, offering valuable insights into the multifaceted 

factors influencing this condition. 
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2.2.  Research workflow 

This study employs a data science approach with the CRISP-DM [15] framework, which has proven 

effective in addressing complex data analysis challenges. CRISP-DM consists of six sequential phases that 

complement each other, as shown in Figure 1. This approach allows the development of an effective model to 

formulate recommendations and in-depth inferences about child stunting. The goal is to provide valuable 

contributions to understanding and handling stunting. The research process involves a series of steps, starting 

from business understanding and data comprehension through data visualization and statistical analysis, such 

as p-value, to validate variables according to the research hypotheses. The next stage is data preparation, 

encompassing data preprocessing, utilizing feature selection to reduce non-significant features, and 

addressing data imbalances using undersampling and oversampling techniques. The modeling process 

involves several machine learning models, such as logistic regression, k-nearest neighbors (KNN), support 

vector classifier (SVC), and decision tree classifier. These models are trained, tested, and evaluated, 

including comparing the employed sampling techniques. The final step involves testing the model with a 

confidence score and deploying the model through a graphical user interface (GUI) for result predictions. 

 

 

 
 

Figure 1. Overview of the proposed model architectures 

 

 

2.3.  Machine learning model 

In this stage, the development of a predictive model is carried out using diverse machine learning 

algorithms. Machine learning is the scientific study of algorithms and statistics that enables computers to 

perform tasks without explicit instructions by leveraging patterns and inferences [16]. In the context of our 

study, we tested some machine learning classification algorithms, encompassing: 

a. Logistic regression: a classification algorithm that examines the relationship between input features and 

the probability of output results. It is used to classify entities into specific classes, especially when 

outliers are present in the data. Logistic regression employs maximum likelihood estimation to determine 

parameters describing the relationship between input features and output probability [17]. 

b. KNN: a non-parametric classification algorithm that relies on the proximity of individual data points to 

perform classification or prediction. It determines the label of a data point based on the majority vote 

from its nearest neighbors [18]. 
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c. SVM: an algorithm that classifies data by creating a linear separator that maximizes the distance between 

classes. SVM seeks the best hyperplane to separate data into the corresponding classes [19]. 

d. Decision tree: this algorithm creates a tree-like structure with internal nodes that partition data into a 

series of rules, leading to leaf nodes representing the target labels [20]. 

We selected these algorithms based on the specific needs of our classification task. With a relatively 

small dataset, our focus is on binary classification for predicting stunting status. Logistic regression was 

selected for its simplicity and efficiency in handling binary tasks with limited data. KNN adopts a proximity-

based approach, which is helpful when dealing with complex relationships between features and stunting 

risk. SVM is used for its effectiveness in handling both linear and non-linear separations, providing 

flexibility for capturing intricate patterns. Decision trees are employed for their interpretability, offering 

clear, rule-based structures that aid in understanding factors contributing to stunting risk. Each algorithm 

contributes unique strengths to our predictive model, enhancing our assessment of stunting likelihood in 

children based on the dataset. Proper hyperparameter tuning is essential for model quality [21]. 

 

2.4.  Model performance evaluation 

Confusion matrix was used for the evaluation metric, providing an overview of how well the 

model’s predictions align with the actual outcomes. It consists of four main components: true positive (TP), 

representing positive data that was correctly predicted; true negative (TN), indicating negative data that was 

correctly predicted; false positive (FP), encompassing negative data incorrectly predicted as positive; and 

false negative (FN), covering positive data incorrectly predicted as negative [22]. Based on this, four 

evaluation metrics are used to measure the classifier’s performance. The mathematical [23] describing these 

metrics are presented in (1)-(4). 
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (2) 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Data understanding 

A detailed understanding of the variables pivotal to the analysis is provided. Variables are 

categorized as tested, supported by empirical evidence based on prior research findings [13], [14], or 

suspected, requiring further investigation. Tested variables include birth weight, premature status, 

breastfeeding, age, weight, height, parental education and occupation, water source, toilet facilities, and 

expenditure patterns, as detailed in Table 1. Suspected variables, such as household smoking habits, lack 

empirical validation but may influence outcomes. By comprehensively understanding these variables, 

hypotheses can be formulated, and actionable insights can be derived to address the analytical objectives. 
 
 

Table 1. Potential variables for stunting occurrence 
Variable Description Tested/suspected variables 

Birth weight (kg) Birth weight of the child Tested [13], [14] 
Premature status Is the child born premature or normal? 0=Premature, 1=Normal Tested [13] 

Breastfeeding Did the child receive exclusive breastfeeding? 0=No, 1=Yes Tested [13] 

Age Age of the child (0-5 years) Tested [13] 
Weight (kg) Current weight of the child Tested [13] 

Height (cm) Current height of the child Tested [13] 

Father’s education Years of education completed by the father Tested [13] 
Mother’s education Years of education completed by the mother Tested [13] 

Father’s occupation Does the father work? 0=No, 1=Yes Tested [13] 

Mother’s occupation Does the mother work? 0=No, 1=Yes Tested [13] 
Water Main source of drinking water? 0=Not protected, 1=Protected Tested [13] 

Toilet Using a toilet with a septic tank? 0=No, 1=Yes Tested [13] 

Smoking Is there any household member who smokes? 0=No, 1=Yes Suspected 
Household food Total expenditure for household food. Tested [13] 

Protein intake Total expenditure for protein intake Tested [13] 

Price consumption 

expenditure (PCE) 

Per capita expenditure Tested [13] 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 14, No. 3, June 2025: 2252-2263 

2256 

3.1.1. Data labeling 

In the initial stage, the z-score is calculated to obtain the stunting status label variable. The z-score 

measures data deviation from its mean, measured in SD units. If the z-score is < -2, the data is labeled as 1, 

meaning stunting. Conversely, if the z-score is > -2, the data is labeled as 0, indicating not stunting. This 

process helps categorize stunting status based on the SD from the data distribution. The preliminary 

examination revealed no missing values in the dataset, allowing the analysis to proceed. 

 

3.1.2. Exploratory data analysis 

The distribution of the target data has been analyzed to gain insights into its spread. Among the 

dataset, 266 instances are labeled 1 (stunting), accounting for 17.04% of the total, while 1295 instances are 

labeled 0 (not stunting), representing 82.96% of the dataset. We also conducted data visualizations to explore 

how various features relate to the target variable (stunting status). In Figure 2, we present the distribution of 

numerical features concerning stunting. The plots reveal that stunting is more prevalent among infants with 

birth weights under 3 kg and those aged 1 year.  

Additionally, individuals with below-average weight and height exhibit a higher likelihood of 

stunting. Parental education levels below 12 years are associated with a dominant presence of stunting. 

Lastly, lower household food expenditure, protein intake, and PCE are correlated with an increased 

prevalence of stunting. 

 

 

 
 

Figure 2. Distribution of numerical features with stunting status 

 

 

In Figure 3, we present the distribution of categorical features of stunting. The plots reveal that 

stunting is more common among premature births and exclusive breastfeeding. Additionally, the risk of 

stunting remains high even when parents are employed. When considering water, toilet, and smoking, 

stunting remains prevalent despite adequate sanitation. Notably, non-smoking households have lower 

stunting rates. 
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Figure 3. Distribution of categorical features with stunting status 

 

 

The correlation matrix plays a crucial role in uncovering relationships among variables, as illustrated 

in Figure 4. This matrix highlights notable correlations between the dependent variables. There is a moderate 

association between birth weight and premature status (0.45) and stronger correlations, such as age with 

weight (0.74), age with height (0.84), and weight with height (0.87). Additionally, the father’s education 

shows a moderate positive correlation with the mother’s education (0.6). meanwhile, household food exhibits 

a strong positive correlation with protein intake (0.67) and PCE (0.75). Notably, protein intake and PCE 

demonstrate a moderate correlation of 0.44, whereas other dependent variables exhibit weaker correlations. 

 

 

 
 

Figure 4. Correlation matrix between variables 
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3.1.3. P-value analysis 

P-value calculations are performed for each variable in the dataset. P-value is a crucial statistical 

metric in hypothesis testing that aids in understanding the significance of each variable to the research 

hypothesis. The hypothesized variable is Smoking, derived from the question, "Does any household member 

smoke?". The initial hypothesis is that if this variable is dominant, the risk of a child experiencing stunting 

will increase if there is a family member who smokes. Variables with a p-value <0.05 are considered 

significant, indicating a significant impact on the analysis, while those with a value >0.05 are deemed 

insignificant [24]. There are five variables with a p-value of <0.05: age, weight, height, father’s education, 

and mother’s education. Notably, the hypothesized variable Smoking is not considered significant as its p-

value exceeds 0.05. Three variables, i.e., age, weight, and height, are significant in p-value analysis and 

strongly correlate with the target data according to the correlation matrix.  

 

3.2.  Data preparation 

3.2.1. Data preprocessing 

The dataset has been examined and found to have no missing values. We split the dataset using a 

ratio of 80:20. The stratified K-Fold cross-validation (CV) technique, with K=5, is applied to the training 

data to ensure the equitable distribution for robustness and effectiveness of the model.  

It is essential to acknowledge that the dataset exhibits class imbalance. Of the data, 266 points are 

labeled 1 (stunting), representing 17.04% of the dataset, while 1,295 points are labeled 0 (not stunting), 

constituting 82.96% of the total. To address this class imbalance, we employ two sampling methods on the 

training data. Random undersampling [25] reduces the number of samples from the majority class, while the 

synthetic minority over-sampling technique (SMOTE) [26] generates synthetic samples for the minority 

class. These steps are instrumental in creating a balanced and representative dataset for model training and 

evaluation. 

 

3.2.2. Feature selection 

Our study classifies stunting and aims to predict and evaluate key contributing features. While the 

original dataset is used for variable explorations, the refined dataset plays a pivotal role in modeling and 

determining the best model and additional evaluations. This dataset serves as a valuable tool for assessing 

model performance, evaluating key features contributing to stunting, and guiding evidence-based 

recommendations.  

To address less important variables identified through statistical tests such as p-values and 

correlation matrices, we employed a method known as feature selection with mutual information from scikit-

learn [27]. This method was chosen for its capability to pinpoint the most relevant features for predicting 

outcomes by assessing the information contributed by each feature in relation to the output class. It is adept at 

handling both numerical and categorical data. This method is essential for reducing the number of variables 

in a classification task. Achieved either by discarding less useful ones through feature selection or refining 

them during data preprocessing [28], [29]. From the initial 16 variables, 10 were selected as the primary 

factors in stunting occurrence. These variables include height (cm), weight (kg), age, PCE, household food, 

mother’s occupation, protein intake, breastfeeding, birth weight (kg), and premature status. 

 

3.3.  Model training and performance evaluation 

The training was conducted using logistic regression, KNN, SVC, and decision tree, in which 

random undersampling and SMOTE were used to handle the imbalance data; then, the results were 

compared. The hyperparameters were tuned using GridSearchCV. First, we examined the results of random 

undersampling. Table 2 summarizes that logistic regression consistently outperformed the other models with 

a CV score of 94.37, accuracy of 95.21, precision of 96.07, recall of 95.21, and an F1-score of 95.41. In 

summary, random undersampling significantly contributed to addressing class imbalance and improving 

overall model performance in predicting stunting and non-stunting cases within the context of our study. 
 

 

Table 2. Model performance metrics using random undersampling 
Model CV score Accuracy Precision Recall F1-score 

Logistic regression 94.37 95.21 96.07 95.21 95.41 
KNN 79.35 78.91 86.17 78.91 81.03 

SVC 92.27 92.97 94.54 92.97 93.36 

Decision tree  84.75 86.26 89.74 86.26 87.28 
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Next, the results of training with SMOTE were examined. Table 3 demonstrates that logistic 

regression continued to excel, achieving the highest scores across all evaluation metrics using SMOTE. It 

achieved a CV score of 94.54, accuracy of 96.17, precision of 96.44, recall of 96.17, and an F1-score of 

96.25. This consistent performance reaffirms logistic regression’s reliability in making accurate predictions 

for the stunting dataset, whether under random undersampling or SMOTE. In conclusion, the application of 

SMOTE played a crucial role in rectifying class imbalance and enhancing overall model performance in 

predicting stunting and non-stunting cases within the context of our study. 

 

 

Table 3. Model performance metrics using SMOTE 
Model CV score Accuracy Precision Recall F1-score 

Logistic regression 94.54 96.17 96.44 96.17 96.25 

KNN 93.09 88.50 88.33 88.50 88.41 
SVC 95.41 93.29 94.10 93.29 93.53 

Decision tree  94.69 95.21 95.34 95.21 95.26 

 

 

While random undersampling and SMOTE share the common goal of addressing class imbalance, 

they employ distinct strategies. Table 4 presents the key performance metrics for logistic regression (best 

model) under these two techniques. It shows that logistic regression consistently delivers outstanding results 

using both techniques, with SMOTE providing slightly higher scores across all evaluation metrics. This 

reaffirmed the reliability and consistency of logistic regression in making accurate predictions for stunting 

and non-stunting cases, regardless of the data preprocessing technique employed. The results underscore the 

potential benefits of SMOTE in terms of improved evaluation scores-particularly F1-score, which is crucial 

for accurately identifying stunting cases while minimizing FPs. 
 

 

Table 4. Model performance metrics for logistic regression 
Sampling technique CV score Accuracy Precision Recall F1-score 

Random undersampling 94.37 95.21 96.07 95.21 95.41 

SMOTE 94.54 96.17 96.44  96.17 96.25 

 

 

3.4.  Testing sample of potential stunting 

The model we developed is more focused on prediction than diagnosis. Since logistic regression 

converts input features into probability values for binary prediction, the provided probability was used to 

examine the individual conditions in relation to the stunting prediction. In its application, this model is 

expected to predict the potential for stunting in an individual so that parents can take appropriate preventive 

measures. Therefore, we conducted a confidence score test to measure the model’s confidence level in 

predicting input data. The model was tested using data samples with a threshold value between stunting and 

not stunting status. From this, we aim to demonstrate how important the features are to prevent and promote 

stunting occurrence. The input data for this testing is listed in Table 5. 
 

 

Table 5. Sample data for testing potential stunting 

Data 
Height 

(cm) 

Weight 

(kg) 
Age PCE 

Household 

food 

Mother’s 

occupation 

Protein 

intake 

Breast 

feeding 

Birth 

weight (kg) 

Premature 

status 

Data 1 78.5 10.6 2 880500 1561000 0 599000 1 2.78 1 
Data 2 80 11 2 1365000 1469000 0 573000 1 2.9 1 

 

 

Using these datasets, the model initially generated probability predictions. Subsequently, we 

conducted two different actions for each dataset: for data 1, we significantly increased the PCE, household 

food, and protein intake variables by 50%. While for data 2, we significantly decreased these variables by 

50%. The predicted results, before and after these changes, are presented in Table 6. 
 

 

Table 6. Model performance metrics for logistic regression 

Stage Data 
Prediction 

(0=not stunting, 1=stunting) 

Confidence score (%) 

0 1 

Initial Data 1 1 23.20 76.80 

Data 2 0 62.63 37.37 

Modified Data 1 1 33.68 66.32 
Data 2 1 46.60 53.39 
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From Table 6, we observed that after modifying the PCE, household food, and protein intake values, 

the confidence score for not stuntin’ increased by 10.48% for data 1 and decreased by approximately 16.03% 

for data 2. These results show that by changing certain variables related to stunting, we can estimate the 

likelihood of a child being identified as stunted. Higher values for these variables indicate a lower likelihood 

of stunting, while lower values indicate a higher likelihood. 

In the context of stunting, certain variables such as age, birth weight, height, weight, and premature 

status are inherent and unmodifiable aspects of a child’s condition. To address stunting effectively, attention 

should be directed toward modifiable factors, including PCE, household food, mother’s occupation, protein 

intake, and breastfeeding. Among these, PCE, household food, and protein intake offer the greatest flexibility 

for substantial change, reflecting parental efforts to improve a child’s nutrition, health, and education. 

Conversely, variables like parental occupation, while changeable, often require considerable time and 

resources for modification. Additionally, breastfeeding is time-limited by the child’s age, ceasing after two 

years. This aligns with recommendations for exclusive breastfeeding during the first six months, followed by 

continued breastfeeding alongside complementary foods until age two or older. 

 

3.5.  Prediction detection model deployment 

After completing the model training and testing processes, we implemented the model as a user-

friendly GUI. This GUI was developed using the Python Tkinter library. It allows users to input data based 

on prior processing with feature selection. Once the data is entered, users can initiate the prediction process 

by clicking the ‘Submit’ button. The GUI is presented in Figure 5. 

 

 

 
 

Figure 5. Model deployment in the form of a GUI 

 

 

4. CONCLUSION 

This study examined factors influencing stunting in children aged 0-5 in Indonesia and developed a 

machine learning model for prediction. The evaluation, utilizing p-value, a correlation matrix, and feature 

selection, consistently highlighted the importance of age, weight, and height in stunting occurrences. Other 

factors, such as birth weight, premature status PCE, household food, mother’s occupation, protein intake, and 

breastfeeding, also emerged as significant factors. Notably, the hypothesized variable ‘smoking’ did not 

exhibit significance. 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Benchmarking machine learning algorithm for stunting risk prediction in Indonesia (Nadya Novalina) 

2261 

The machine learning model achieved over 75% accuracy for all models, with logistic regression 

outperforming others (96.17% vs. 95.21%) when oversampling was used. This model’s ability to predict the 

risk and likelihood of stunting in children is valuable for risk mitigation and raising awareness. For future 

research, the variables derived from p-value, correlation matrix, and feature selection evaluations can be 

employed to create a new questionnaire tailored to these variables. Subsequent studies can then utilize this 

questionnaire to investigate stunting occurrences. 
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