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 One of the most common causes of road accidents is driver behavior. To 

reduce abnormal driver behavior, it must be detected early on. Previous 

research has demonstrated that behavioral and physiological indicators affect 

drivers' performance. The goal of this study is to consider the feasibility of 

classifying driver behavior as either aggressive (sudden left or right turns, 

accelerating and braking), normal (average driving events) or slow (keeping 

a lower-than-average speed). Innovation in data mining and machine 

learning (ML) has allowed for the creation of powerful prediction tools. ML 

techniques have shown potential in predicting driver behavior, with 

classification being a critical study area. The data set was gathered using the 

Kaggle platform. This study classifies driver behavior using Orange3 data 

mining tools and tests several classifiers, including AdaBoost, CN2 rule 

inducer, and random forest (RF) classifiers. The results showed that 

AdaBoost was superior in predicting driver behavior, with 100% accuracy, 

while the classification accuracy in CN2 rule inducer and RF was 99.8% and 

95.4%, respectively. These results demonstrate the possibility of early and 

highly accurate driver behavior prediction and use it to create a ML-based 

driver behavior detection system. 
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1. INTRODUCTION 

Every year, millions of people are injured or killed in car incidents worldwide. Human drivers' 

difficulties, including cognitive overload, judgment, and operational errors, are the primary causes of traffic 

accidents. Drivers impact traffic by operating their cars by traffic regulations and allowing themselves to 

drive [1]. Road safety is a global concern, causing 1.3 million deaths and injuries annually. Factors like 

human conduct, road layout, vehicle safety, environmental conditions, and socioeconomic differences 

contribute to accidents. The European Union and WHO aim to reduce fatal traffic accidents by 2030, with 

emerging technology expected to play a crucial role [2].  

Driver behavior is one of the most essential parameters that influence road safety. As a result, 

monitoring and identifying driver behavior systems has lately been a popular subject in the study [3]. 

However, human drivers engage in a variety of activities, such as road usage, transportation use, social 

contact, and psychobiological organisms. Their distinct characteristics, including mental abilities like 

attention and decision-making, lead to accidents. Reduced behavioral features can lead to accidents; hence, 

automation is a viable alternative [4], [5]. Driving is a complicated activity that demands both physical and 

psychological changes. Intelligent vehicles can educate drivers, but confusion can lead to differences. 

https://creativecommons.org/licenses/by-sa/4.0/
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Efficient driver-vehicle cooperation solutions based on driving behavior prediction and mental state inference 

are critical for improved driver-vehicle understanding [6]. In order to improve road accident mitigation and 

avoidance systems, driver models were developed; however, existing models do not take user interactions 

into account, despite advances in control theory models and data-driven applications [7]. 

Research relies heavily on artificial intelligence (AI) technology. Machine learning (ML) and deep 

learning (DL) are strong technologies widely employed in various settings and applications, including 

robotics [8]. However, ML and DL approaches have considerably enhanced the efficiency of intelligent 

transportation systems (ITS), notably in the areas of traffic anomaly prediction, accident detection, and 

severity prediction. Human factors play an important part in traffic accidents, accounting for 95% of all 

incidents. As a result, monitoring and analyzing driver behavior is critical for detecting safety issues and 

designing accident prevention techniques. Driver behavior can be difficult to precisely characterize and 

assess due to psychological, social, cultural, environmental, and individual aspects [9]. 

Yang et al. [10] examined the connections between driving aggression, driving behavior, and 

driving competence among 239 licensed drivers. Driving ability, everyday driving habits, and aggressive 

driving behaviors were the main topics of the questionnaire study. Five components were extracted using 

factor analysis, and the link between these factors and the societal characteristics of the drivers was 

investigated using correlation analysis. Drivers' driving aggression was divided into tiers using the K-means 

cluster algorithm. To forecast driving aggression levels, an ordinal regression model was created. According 

to the findings, male drivers exhibited greater anger while driving, while experienced drivers reported 

improved driving conduct. Elassad et al. [11] demonstrated that neural networks (NN) are among the most 

exact ML methods for evaluating the driving events dimension. When studying driver behavior using ML 

approaches, this dimension has been the focus of active research, with additional emphasis paid to 

physiological and psychological states. According to the evaluation of the driving events dimension, ML 

models have arithmetic means of accuracy ranging from 73% to 98%, recall from 82% to 96%, and 

specificity from 84% to 97%. Malik et al. [12] explored that various methodologies can be used to identify 

the target driver's behavior, depending on system capabilities and desired effects. NN methods were used to 

examine current driver behavior and styles. This proposed method assessed various parameters that were 

important in determining particular driver behavior and driving styles. The Python experiment found that the 

driver model achieved 90% accuracy in logistic regression. 

Ansari et al. [13] suggested a modified bidirectional long short-term memory deep NN was built, 

trained, and evaluated on 15 healthy participants utilizing 3D time-series head angular acceleration data for 

sequence-to-sequence categorization. The research describes a unique technique for evaluating driver mental 

tiredness and sleepiness via head position changes. The solution, which used a modified bidirectional deep 

NN, outperformed cutting-edge techniques and traditional ML tools. The study discovered that the total 

training accuracy was 99.2%, the sensitivity was 97.54%, the precision was 97.38%, and the F1 score was 

97.46%. William et al. [14] proposed a real-time detection and monitoring system for weary drivers that 

employs DL and behavioral techniques. The system records real-time driving behavior and trains it with a 

convolutional neural network (CNN) that has a 99.8% accuracy rate, as well as a MATLAB prototype model. 

On the other hand, the work in [15] describes a web-based system for real-time driver sleepiness detection 

that employs facial landmarks, metrics such as eye aspect ratio (EAR) and eye closure ratio (ECR), and 

adaptive thresholding. The you only look once (YOLO) v5 classifier is integrated and achieves 91% 

accuracy, indicating its potential to improve driver safety through effective sleepiness detection. 

In this study, a registered dataset from Kaggle is used to classify and determine the driver into the 

following types: normal, slow, and aggressive, using ML techniques that include AdaBoost, CN2 rule 

inducer, and random forest (RF). It is expected that the proposed model will leverage the study's findings to 

identify the driver's behavior. The novel aspect of this work is developing a predictive model to identify 

different types of driver behavior using the Orange3 data mining tool, in addition to using a huge data set of 

driver behaviors that are collected by the Android data collector application. The dataset includes 3,084 

instances, with critical features including subtraction of gravitational acceleration, accelerometer and 

gyroscope sensors, acceleration, rotation, classification labels, and timestamps. These features will lead to 

accurate prediction and classification. 

 

 

2. METHOD 

The proposed model uses several ML techniques to predict driver behavior. This method part will 

use Orange3 to create ML models. The dataset was first acquired via the Kaggle platform, and it was then 

preprocessed and transformed to a comma-separated value (CSV) format that Orange3 could read. The 

dataset is then passed into Orange3, which uses AdaBoost, CN2 rule inducer, and RF to generate the needed 

model. Because there were a large number of records (3085) in the dataset, random selection with a 70% 
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training and 30% testing set size produced a satisfactory result. In addition, 10-fold cross-validation is used to 

improve performance and avoid overfitting. After constructing the trained model, the dataset is assessed in 

terms of accuracy, f-measure, precision, and sensitivity using the confusion matrix generated by Orange3. 

Furthermore, a comparison study will be carried out to determine which ML model has the best performance 

metrics. The findings reveal which ML algorithms are superior at predicting driver behavior, among other 

things, as shown in Figure 1, which displays the design of a driver behavior prediction system. The model of 

the driver behavior prediction system is depicted in Figure 2. 
 
 

 
 

Figure 1. Driver behavior prediction system structure 
 

 

 
 

Figure 2. Driver behavior model using Orange3 

 

 

2.1.  Dataset and data preprocessing 

One unique dataset of driver behavior was obtained from Kaggle [16]. A data collector application in 

Android has been designed to collect data from accelerometer and gyroscope sensors. The data set includes 

3,084 instances. The configuration of the data set was set as follows to enhance the quality of the collected data 

on driver behavior. The gravitational acceleration is subtracted, the sensors utilized were the accelerometer and 

the gyroscope, the data acceleration was (X, Y, Z axes in meters per second squared), the data rotation was (X, 

Y, Z axis in degrees per second (°/s), and the classification labels were slow, normal, and aggressive. Finally, 

the timestamp was in seconds according to the used device, which is a Samsung Galaxy S21. The features of the 

data set are demonstrated in Figure 3 as a data table for driver behavior analysis using Orange3. 
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Figure 3. Data table for driver behavior analysis using Orange3 

 

 

The subsequent phase is data cleaning, which entails repairing or removing inaccurate, corrupted, 

badly formatted, duplicated, or missing information from a dataset. We used Excel's eliminate duplicates 

function to eliminate unnecessary data from our driver behavior prediction system. Structural issues were 

corrected by creating a new rule that uses conditional formatting to solve inaccurate classifications. The third 

stage is data preprocessing, the essential initial step in developing an ML classifier and ensuring that the data 

fits the analytical requirements. Typically, the driver behavior dataset is saved as a CSV file. 

 

2.2.  Machine learning classification methods 

ML-based classification models are used for a wide range of classification applications. To produce 

good predictions, these models often use advanced ML approaches and a large amount of historical data [17]. 

Because of their remarkable performance, DL and ML approaches are being employed to create intelligent 

systems that manage data across different fields; these algorithms are essential. Reinforcement learning, 

unsupervised learning, semi-supervised learning, and supervised learning are examples of ML approaches. 

However, data classification using ML consists of two steps: training, also known as learning, and testing, or 

evaluation, which compares an instance's predicted class to its actual class. The model will be verified using 

10-fold cross-validation, with 30% of the data utilized for testing and 70% for training via AdaBoost, CN2 

rule inducers, and RF classifiers. If the hit rate is deemed acceptable by the analyst, the classifier is judged 

capable of classifying future occurrences of unknown classes. The data in this inquiry should be categorized 

into three categories: aggressive, slow, and normal [18], [19]. 

 

2.2.1. AdaBoost 

The AdaBoost technique is a good classification solution, although it might be better at dealing with 

unbalanced data [20], it is also based on supervised learning. It classifies situations into positive and negative 

categories [21]. The AdaBoost weak classifier, which employs weighted majority voting criteria, is an 

ensemble learning technique that blends weak and strong classifiers. However, it has difficulty with 

generalization and overfitting. To overcome these concerns, a novel weak learning method is suggested that 

classifies instances using multiple thresholds, increasing accuracy. This strategy constructs a model by giving 

equal weight to all data items. Incorrectly classified points are given more weight. The model prioritizes 

points with higher weights. It will train models until a smaller error is achieved. The AdaBoost algorithm 

provides a straightforward and flexible approach for classification issues that do not need regular refining. It's 

simple to construct and adjust, doesn't require much parameter adjustment, and decreases the risk of 

overfitting by repeatedly reducing the weight of invalid data. It works with simple classifiers such as decision 

trees and NN and can manage imbalanced data sets by adjusting the weights [22]-[24]. The AdaBoost 

algorithm is schematically represented in Figure 4. 

As indicated in (1), each time a new tree model is added to the system, the general tree is removed 

and only the strongest tree is added. In this approach, as repeated computations accumulate, the overall 

model performance steadily improves. 

 

𝐹𝑛(𝑥) =  𝐹𝑚−1(𝑥)  +  𝑎𝑟𝑔𝑚𝑖𝑛ℎℎ ∑  𝐿( 𝑦𝑖,  𝐹𝑚−1( 𝑥𝑖) +  ℎ(𝑥𝑖) 
𝑛

𝑖=1
 (1) 

 

where 𝐹𝑛(𝑥) is the overall model,  𝐹𝑚−1 is the previous round's overall,  𝑦𝑖, is the ith tree prediction result, 

and ℎ(𝑥𝑖) is the newly inserted tree [25]. 
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Figure 4. AdaBoost algorithm schematic representation [26] 

 

 

2.2.2. CN2 rule inducer 

The CN2 learning algorithm is an iterative approach for finding complicated rules across a large 

number of samples from a single class C plus a few additional classes. It assesses the predictability and 

dependability of the rule and, if successful, adds it to the rules list. An indirect search is used to investigate 

specializations of this set, and a new conjunctive word or disjunctive element is added or deleted [27] 

However, the CN2 rule inducer generates straightforward output; if a condition exists, it anticipates a class, 

even when noise is present. Furthermore, it creates a class distribution depending on the number of instances 

covered and distributes them throughout the classes [28]. In other words, it shows the total number of class 

representatives. The Laplace estimate has been defined as an alternative measure of the quality of the rule to 

rectify unwanted entropy (downward bias) as (2): 

 

Laplace Estimation (R) =
P+1

P+𝑛+𝑘′
 (2) 

 

'𝑅' is the rule, '𝑝' is the number of positive instances in the training set, '𝑛' is the number of negative 

examples, and '𝑘' is the number of classes in the training set [29]. 

 

2.2.3. Random forest 

RF is a geotechnical engineering, ensemble classification, and regression computing tool. Breiman 

invented the combinatorial classifier method in 2001, which consists of numerous decision tree classification 

models. The voting mechanism determines discriminant outcomes, which leads to a better prediction model 

with less accuracy. As shown in Figure 5, the fundamental idea is to randomly choose X attributes from Y 

properties at each node of the tree, lowering the purity of each node before choosing one to mature [30]. Here 

is the equal-representation RF (3). denotes N as the number of features used to identify similar accounts, 

where Fi is the value received from the system and yi is the original value utilized for feature I [31]-[33]. 
 

𝑅𝑎𝑛𝑑𝑜𝑚 𝑓𝑜𝑟𝑒𝑠𝑡 =
1

𝑁
∑  ( 𝐹𝑖 −  𝑦𝑖  )2 𝑁

𝑁=1  (3) 

 

 

 

 

Figure 5. RF flow chart [31] 
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2.3.  Orange3 data mining tool 

Is an open-source data mining toolkit for exploratory data analysis and visualization. It is based on 

Python, serves as a platform for experiment selection, and is beneficial when innovation, dependability, or 

quality are required. Orange may be used on command lines or in any Python environment to provide a well-

structured overview of many capabilities [34], [35]. 

 

 

3. RESULTS AND DISCUSSION 

After testing the primary model assumptions, it is critical to assess the proposed model's efficacy 

and predictive potential. As a consequence, the assessment measures were used to assess the usefulness of the 

proposed models [36], [37]. The confusion matrix is a useful tool for assessing how well an algorithm works. 

It computes the quantities of true positive (TP), true negative (TN), false positive (FP), and false negative 

(FN) in accuracy rate computations [38]-[42]. The suggested model's efficiency was evaluated using the  

F-measure, accuracy, precision, and sensitivity as specified in (4) to (7): 
 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (4) 

 

Precision =
TP

TP+FP
 (5) 

 

Sensitivity =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (6) 

 

F − Measure =
2∗Precision∗Sensitivity 

Precision+Sensitivity
 (7) 

 

The dataset of driver behaviors was classified using many approaches, including AdaBoost, CN2 

rule inducer, and RF algorithms. The classification results revealed that AdaBoost excels with 100% 

accuracy across all performance metrics. Accuracy, sensitivity, and the F-measure. For the CN2 rule inducer, 

the classifier obtained a CA of 99.8% across all performance metrics. However, RF attained CA 95.4% 

across all performance parameters. According to area under curve (AUC), AdaBoost had the greatest value of 

1.000, CN2 rule inducer achieved 0.999, and RF had the lowest AUC of 0.995. Table 1 demonstrates the 

classifier's performance in driving behavior and classification using the Orange3 tool, while Figure 6 

compares the performances of several classifiers. In this study, the precision of the results revealed is 

superior to earlier research. As in Elassad et al. [11], accuracy ranged from 73% to 98%, recall from 82% to 

96%, and specificity from 84% to 97%; in Malik et al. [12], the accuracy rate was 90%; and in William et al. 

[14], the accuracy rate was 91%. However, in this study, the accuracy rate was achieved at 100%. Table 2 

shows the result comparison of the classifier’s performance evaluation of previous studies and the proposed 

model. 
 

 

Table 1. Performance comparison of different ML classifiers 
Model AUC Accuracy F-measure Precision Recall 

AdaBoost 1.000 1.000 1.000 1.000 1.000 

CN2 rule inducer 0.999 0.998 0.998 0.998 0.998 

RF 0.995 0.954 0.954 0.954 0.954 

 

 

 
 

Figure 6. Performances comparative analysis of different classifiers' 
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Table 2. Result comparison of classifier’s performance evaluation of previous studies and proposed model 
Study/year Methods/model Performance metrics Percentage (%) 

[11]/2020 NN Accuracy 
Recall 

Specificity 

73-98 
82-96 

84-97 

[12]/2022 RF, support vector machine, Gaussian Naïve 
Bayes, and logistic regression using Python 

Accuracy 90 
 

[14]/2022 CNN using MATLAB Accuracy 99 

Proposed model RF, Adabbost, and CN2 inducer using 
Orange3 datamining tool 

Accuracy 100 

 

 

The receiver operating characteristic curve (ROC curve) is a graphic that shows a true positive rate 

(TPR) or sensitivity on the y-axis and a false positive rate (FPR) or 1-specificity on the x-axis. Classifiers 

with ROC curves closer to the upper left corner outperform others [43]. To compare classifiers or predict 

accuracy, utilize the area under the ROC curve to characterize their performance as shown in Figure 7.  

Figure 7(a) shows the ROC analysis of all classifiers using Orange3 according to target, Figure 7(b) shows 

the analysis according to aggressive status, and Figure 7(c) shows the ROC analysis according to slow status. 

It emphasizes its characteristics, meaning, and value in comparing various tests or predictor variables, as well 

as its significance in assessing binary predictors [44], [45]. In this study, the receiver operating characteristic 

(ROC) curve is also used to evaluate the performance of driver behavior predictors. 

 

 

  
(a) (b) 

 

 
(c) 

 

Figure 7. ROC analysis of all classifiers using Orange3 according to target; (a) ROC analysis according to 

aggressive status, (b) ROC analysis according to normal status, and (c) ROC analysis according to slow 

status 
 

  

On the other hand, the performance curve is also used to evaluate the performance of classifiers, as 

shown in Figure 8. Figure 8(a) shows performance curves of classifiers using Orange3 according to target. 

Figure 8(b) shows performance curves according to normal status, and Figure 8(c) shows performance curves 

according to slow status. It compares the fraction of TP data instances to the classifier's threshold and is 

divided into three types: lift curves, cumulative gains, and precision-recall curves. A larger beginning curve 

and longer flatness enhance the model [46]. 
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(a) (b) 

 

 
(c) 

 

Figure 8. Performance curve of classifiers using Orange3 according to target; (a) performance curve 

according to aggressive status, (b) performance curve according to normal status, and (c) performances curve 

according to slow status 

 

 

4. CONCLUSION 

Road accidents are a worldwide problem caused by human driving behavior, resulting in fatalities 

among people. In a dynamic environment, safe driving necessitates acute awareness and fast cognitive 

judgments. Monitoring, identifying, and forecasting driving behavior is critical. This study predicts and 

classifies driver behavior and explores how to identify it using various criteria. In this study, we used the best 

dataset obtained from Kaggle to train the algorithm to identify driver behavior. To get the best possible result 

for our investigation, we used the ML methods AdaBoost, CN2 rule induction, and RF. The model was 

verified using 10-fold cross-validation, with 30% of the data utilized for testing and 70% for training. 

Following training, each of these algorithms completed testing. Finally, the Orange3 data mining tool 

generated a confusion matrix to evaluate and compare the algorithm's performance. The results were 

discussed, and the AdaBoost algorithm was superior with an accuracy rate of 100% for all metrics, while the 

accuracy reached 99.8% for CN2 and 95.4% for RF. 

 

 

5. FUTURE WORK 

It is recommended that future studies on driver behavior take into account a variety of driving 

scenarios and real-time data from vehicle sensors. Long-term studies of ML and DL can improve prediction 

accuracy through knowledge that can be obtained from behavioral factors such as stress and distractions. 

Nonetheless, the idea's effectiveness is demonstrated by using it in the real world with driving classes and 

insurance companies. Additionally, the use of user-friendly software promotes safer driving behaviors. When 

adopting new features, it's critical to consider the implications of regulatory and ethical concerns. 

Furthermore, by working with the auto industry, predictive models can be integrated into automobile safety 

systems. 
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