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 Organizations worldwide commonly utilize cloud infrastructure to manage 

large volumes of data, making the optimization of storage crucial for 

enhancing cloud performance. One effective optimization technique is data 

deduplication, which identifies duplicate objects and ensures that only one 

copy of unique data is stored in the cloud. While several deduplication 

schemes currently exist, there is a pressing need to improve efficiency in 

cloud storage through innovative approaches. In this paper, we propose a 

new system model designed to facilitate an efficient deduplication process. 

Our algorithm, called deduplication in cloud infrastructure (DCI), offers a 

systematic and effective method for handling deduplication challenges 

related to redundant data storage. DCI focuses on hash generation, metadata 

comparison, and pointer-based deduplication, providing a comprehensive 

strategy for optimizing cloud storage resources and minimizing duplication. 

This ultimately enhances both the efficiency and cost-effectiveness of cloud-

based data management. A simulation study using CloudSim and the 

Hadoop distributed file system (HDFS) simulator demonstrates that the 

proposed deduplication method is effective. Experimental results show that 

our algorithm outperforms many existing solutions, achieving the highest 

deduplication ratio of 6.7 and saving 85.09% of storage space due to its 

efficient deduplication approach. The proposed system can be used in cloud 

infrastructures for efficiency. 
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1. INTRODUCTION 

Cloud computing enables sharing a large pool of resources to the public in a pay-per-use fashion. 

This technology has changed how companies in the real-world deal with storage and computing phenomena. 

With the emergence of cloud computing and other related technologies like big data, distributed computing, 

and the internet of things (IoT). Besides artificial intelligence (AI), the problems in the real-world application 

domains are being solved. Enterprises in the real world have found cloud computing to be a solution for 

storage and computing needs [1]. The rationale is that cloud storage is affordable, scalable, and available. 

Several services are rendered by the cloud, including platform as a service, infrastructure as a service, and 

software as a service. The cloud infrastructure is being used by various applications, including the ones that 

run on handheld devices [2]. As the cloud infrastructure stores large volumes of data, it is indispensable to 

explore different ways and means to leverage its performance. 

https://creativecommons.org/licenses/by-sa/4.0/
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A minor optimization in cloud infrastructure can add significant results because of cloud usage 

globally. Since big data is being maintained by cloud infrastructure, there is a need to investigate various 

methods to improve cloud infrastructure performance. One such well-known method to improve 

infrastructure optimization is deduplication [3]. Deduplication is a process of identifying duplicate objects in 

the cloud, eliminating duplicates, and ensuring only one unique copy of the data. With the emergence of 

cloud computing, people from all walks of life started using cloud infrastructure due to its tangible benefits. 

Commercial multimedia data providers have used cloud infrastructure for storage and management [4]. When 

multimedia objects are stored in the public cloud, duplicate objects may come from different users. In such 

cases, an object is stored in the cloud multiple times, wasting storage space and computing power. When 

there is redundant data, it may lead to cloud infrastructure inefficiency, including energy overhead. 

Venkatesan and Chitra [5] state that cloud storage is essential for sensitive data, but costs and security risks 

arise as data volumes grow. By removing duplication, the proposed ERCE-PF improves efficiency and 

security. The suggested approach reduces complexity by ensuring effective de-duplication and security with 

verified vital agreements. Khan et al. [6] by effectively transmitting patient data, the IoT-powered healthcare 

system lowers expenses and energy usage while enhancing treatment in various contexts. 

Many existing approaches for deduplication in the cloud are found in the literature. Geetha [7] 

controlled file compression, de-duplication, node selection, load balancing, feedback control, and index name 

servers (INS) to simplify cloud storage. Unbalanced resources are the cause of cloud storage overflow. We 

provide hash-aware techniques and systems for effective data distribution [8]. unified data storage is 

encouraged by cloud computing and IoT. Effective de-duplication techniques like EFDS are required because 

SDN limits redundant data transfer. Said et al. [9], Because cloud computing unites many industries, safe 

data communication is necessary. We suggest risk-aware permission, ontology-based access restriction, and 

the use of pseudonyms [10]. Ample data access is made possible by integrating sensors and the cloud. Our 

proposal is an architecture for a sensor cloud that utilizes virtual sensors at the Infrastructure as a Service 

level [11]. The literature showed a need to improve the deduplication process. From the literature, it is 

evident that there are many existing methodologies for deduplication in cloud infrastructures (DCI). The 

current methods mainly focus on either file-based or block-level approaches to address this issue. However, 

the study of these existing methods highlights the need for a more comprehensive and hybrid approach that 

combines both file-level and block-level strategies. This would enhance flexibility and efficiency in the 

deduplication process. Therefore, the proposed methodology is designed to offer a novel approach that 

integrates both file-level and block-level methods, ultimately improving the efficiency of cloud 

infrastructure. Our contributions to this paper are as: 

− Proposed an algorithm known as the DCI towards data deduplication. 

− Built an application to evaluate the proposed algorithm for efficient deduplication. 

− A simulation study was conducted using CloudSim and the Hadoop distributed file system (HDFS) 

simulator, and the results revealed that the proposed algorithm performs many existing algorithms with 

the highest deduplication ratio. 

The remainder of the paper is structured as follows: section 2 reviews recent literature on data 

deduplication. Section 3 presents preliminary details that help in understanding the proposed methodology. Section 

4 presents the proposed method for efficient data DCI. Section 5 presents the results of experiments with 

simulation studies using CloudSim and HDFS simulators. Section 6 discusses our work and provides the 

limitations of the study. Section 7 concludes our work and provides directions for the future scope of the research. 

 

 

2. RELATED WORK 

The section reviews the literature on existing methods for deduplication in the cloud. The proposed 

system aims to increase security and efficiency by strengthening data deduplication and access control across 

CSPs.  

Sohani and Jain [12] impacted by resource provisioning issues in cloud computing. Through 

resource demand prediction, the PMHEFT algorithm enhances efficiency and load balancing. Ma et al. [13] 

encouraged efficiency, security, and practicality while thwarting collusion and duplicate fake assaults, the 

proposed server-side deduplication strategy in hybrid cloud architecture. Pugazhendi et al. [14] identified 

popular and unpopular files; the weight-based deduplication technology improves cloud storage by using less 

storage space. Mohan et al. [15] suggested speed-oriented de-duplication (POD) as a significant storage 

solution for cloud environments, emphasizing capacity reductions while enhancing I/O speed. Vijayalakshmi 

and Jayalakshmi [16], presented a deduplication framework that assesses big data and cloud computing about 

backup while protecting sensitive data. According to Gang and Wei [17] because of consistent manipulation 

indicators, such as contradictions and unsuitable content, Hindawi withdrew the piece. The literature revealed 

a need to improve the deduplication process. 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Optimizing cloud infrastructure efficiency through advanced multimedia data … (Mohd Hasan Mohiuddin) 

2825 

Adhab and Hussien [18] created new methods for data deduplication and refining chunking 

algorithms to increase the effectiveness of cloud computing. Prajapati and Shah [19] concentrated on 

strengthening safe deduplication techniques, fixing significant management concerns, and boosting cloud 

storage systems' effectiveness. Sujatha and Raj [20] improved cloud storage efficiency and user memory use 

and compared deduplication strategies. Selvi and Sasirakha [21] improved integration and concentrated on 

creating uniform frameworks for efficiently administrating and archiving diverse IoT data. Neelamegam and 

Neelamegam and Marikkannu [22] enhanced data deduplication methods and dynamically optimized window 

size selection for better healthcare data management. 

Kim et al. [23] improved deduplication methods to handle privacy issues, guaranteeing efficient and 

safe cloud services. Borade et al. [24] investigated safe multi-media data deduplication methods, 

emphasizing effective photo and video storage options. Arora and Vetrithangam [25] improved data 

deduplication methods and tackled performance, security, and storage efficiency issues in different 

applications. Manikyam and Devi [26] suggested the IDRPID-DD model for effective encryption, 

compression, and image deduplication, guaranteeing strong data security. Nagappan et al. [27] improved the 

logic and security of the suggested deduplication approach, investigated user privacy testing, and employed 

game theory. Manogar and Abirami [28] enhanced deduplication ratios for chunk identification and removing 

boundary shifting from the Smart Chunker algorithm. Table 1 presents a detailed summary of literature 

findings, showcasing the deduplication techniques, algorithms, datasets, and their identified limitations. This 

table aims to highlight the gaps in existing methodologies, such as the need for hybrid approaches and more 

comprehensive encryption mechanisms. The content is categorized to emphasize how each referenced work 

contributes to improving deduplication techniques while addressing specific limitations, such as granularity, 

scalability, and energy efficiency. The literature revealed a need to improve the deduplication process with 

hybrid approaches. 

 

 

Table 1. Summary of literature findings 
Ref Technique Algorithm Dataset Limitations 

[2] Deduplication Proposed deduplication model Locally 

available files 

dataset 

The duplication process is to be 

improved, considering security 

concerns. 

[5] Enhanced randomized 

convergent encryption 

de-duplication algorithm Cloud database Hybrid approaches are yet to be 

explored. 

[6] Energy-efficient de-
duplication 

Transmission of non-duplicated 
data to CH 

Custom dataset Energy-efficient approaches with 
compression are to be explored in the 

future.  

[9] De-duplication Hash-table-based duplicate block 
identification and storage 

(HDBIS) algorithm 

Custom dataset This work's limitation is that it focuses 
on a single file to identify duplicate 

blocks.  

[18] Data deduplication Data deduplication Real-world 
datasets 

A hybrid approach is desired to be 
developed in the future.  

[19] Convergent encryption AES and blowfish algorithm Local file 

system 

The keyword search-based phenomenon 

will be improved in the future.  
[20] Deduplication AE algorithm Custom dataset Supporting all kinds of data is left for 

the future scope of the research. 
[22] Health data 

deduplication 

Window-size based chunking 

algorithm and advanced signature-

based encryption (ASE) 

Health care 

dataset 

A dynamic moving window-based 

approach is to be explored in the future.  

[25] Deduplication  Upgraded chunking algorithms Custom dataset Granularity is missing in the current 

methodology. 

[27] Deduplication Hybrid cloud storage with Diffie-
Hellman algorithm 

MS-SQL data 
set 

A privacy-preserving approach will be 
incorporated into future work. 

 

 

3. PRELIMINARIES 

This section presents preliminary details that help readers understand the proposed methodology in 

this paper. It describes various fundamentals, such as the process of deduplication, different types of 

deduplication, and the usage of CloudSim. 

 

3.1.  Deduplication process 

Deduplication is a process in which duplicate multimedia objects in storage infrastructure like the 

cloud are identified and removed from being stored in the cloud. When multiple copies of the same object are 

stored in the cloud, it leads to infrastructure inefficiency and wastage of computational power. As illustrated 

in Figure 1, only one copy is maintained for a particular object, while different pointers may exist, reflecting 

the exact copy for several users. 
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Figure 1. Process of deduplication 

 

 

The deduplication process eliminates duplicate objects from the storage infrastructure, leading to 

infrastructure efficiency, energy efficiency, and performance leveraging in terms of meeting service level 

agreements (SLAs). With the process of deduplication, cloud resources are optimally utilized, improving the 

level of satisfaction for both consumers and service providers. 

 

 

4. PROPOSED SYSTEM 

This section presents the proposed methodology for the deduplication process toward efficient data 

storage management in the cloud. 

 

4.1.  Problem definition 

Considering the number of duplicate multimedia objects coming from users across the globe, 

developing a deduplication methodology for eliminating duplicates and improving infrastructure efficiency is 

the problem considered. The methodology proposed in this paper for detection of duplicates and eliminating 

them contains novel approach picture consists of both file and block level mechanism. The deduplication 

method is provided in detail along with the underlying algorithm and its modus operandi. 

 

4.2.  Method for deduplication 

Our system model is illustrated in Figure 2. It has mechanisms to perform the deduplication process 

and suggests a redundancy strategy if required to improve the quality of service (QoS). The present 

foundation of our system is an entire file hashing system for client-side Deduplication and a block-level 

approach. Thus, it is a model that improves efficiency in cloud infrastructure. Depending on the load of each 

deduplicator (proposed algorithm), the client performs the hashing process and connects to any of them. 

Using a comparison with the current hash values in the metadata server, the deduplicator determines whether 

duplicates have occurred. If a new hash value is found in classic deduplication systems, it is stored in the 

metadata server along with the file's logical path when posted to file servers. The file's reference count will 

be raised if it does exist. Depending on the system, each file may be kept in a fixed number of copies. To 

increase availability, files with many references could need additional copies. Some previous efforts added a 

degree of redundancy to deduplication systems to address this problem. Nevertheless, there are better 

indicators of redundancy level than determining redundancy by reference count, as specific files may be more 

important than others. 
 

 

 
 

Figure 2. Overview of the deduplication model 
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Our suggestion is a deduplication solution that considers the cloud environment's QoS and dynamic 

nature, aiming to enhance availability without sacrificing storage economy. In our system model, the 

redundancy manager determines the appropriate degree of QoS and the number of references to determine 

the best number of copies for a file after recognizing the duplication. According to the fluctuating quantity of 

references, QoS level, and file demand, the number of copies is dynamically adjusted. Recalculation of the 

ideal number of copies by the redundancy management occurs when specific changes are tracked, such as a 

user deleting a file or an update to the file's QoS level. Below are the parts that make up the system. 

Following the SHA-1 hashing process, clients use the load balancer to deliver a fingerprint, or hash 

value, to a deduplicator. By each deduplicator's current load, the load balancer reacts to requests from clients 

sent to any one of them. Deduplicator is intended to detect duplicates by contrasting them with the current 

hash values kept on file in the metadata server. In cloud storage, many file servers are used to store actual 

files and their copies, whereas a metadata server is used to store metadata. The redundancy manager is a part 

of determining the starting copy count and tracking the evolving QoS level. 

 

4.3.  Deduplication process 

The process of data duplication is illustrated in Figure 3. When data arrives at the cloud infrastructure 

from any given client, it is essential to detect duplicates at the file level. Also, it duplicates at the block level to 

improve infrastructure efficiency. The approach required for the deduplication process is provided here. If the 

file that arrived has a duplicate in the cloud infrastructure, a reference of the same is added instead of saving file 

content. If there is no duplicate for a given file, the provided data is divided into several blocks, each used to 

generate a hash value. The generated hash values are compared with already stored hash values in the metadata 

server to identify duplicate files and blocks. Any block or file found as duplicate will not be stored in the cloud 

infrastructure, but its reference or pointer will be used for different users. 
 
 

 
 

Figure 3. Deduplication process at file and block levels 
 
 

In the streaming data that arrives at the cloud infrastructure, every data flow is verified to know 

whether it is an object that has been stored already. In the process, the fingerprint of the given block of data is 

computed, and then the fingerprint is matched with existing fingerprints in the metadata server. Based on the 

availability of a particular block in the cloud already, a decision is made whether to store it in the cloud 

infrastructure or make a reference or pointer to the existing object in the cloud. Maintaining indexing and 

metadata in the metadata server helps identify and eliminate duplicates in the cloud infrastructure. 

Our suggested system model is being simulated using modified HDFS Simulation principles. As a 

metadata server, we establish one namenode; as file servers, we create five datanodes. In the metadata server, 

XML-formatted data is stored. Copying files is stored on file servers. We performed simulations for the 

upload, update, and delete events. The initial file upload to the system is called the upload event. The number 
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of copies of files already in the system and uploaded again will be adjusted for an update event based on the 

highest QoS. Users can delete their files using a delete file event; however, if another user refers to the same 

file, it won't be removed entirely from the system. 

Once the client uploads a file, the deduplicator retrieves the hash value from it and uses it to search the 

metadata server for duplicates of that file. Should the file be fresh, it will be uploaded to the file server, and its 

updated metadata will be included in the system. By the QoS of the uploaded file, duplicates of the file will be 

generated. If the file already exists, its metadata will be modified, and the system could have to make duplicate 

copies of it or remove the original, depending on the file's maximum QoS value. To determine how many files 

the user wants to remove, the deduplicator counts the references to the same hash value. Each duplicate file copy 

will be erased if the hash is only mentioned once. However, reducing the number of file copies by the maximum 

value of QoS may be necessary if other files refer to the hash. In this case, the metadata will only be changed. 

In the past few years, the growing importance of data storage requirements has encouraged the 

interest in the technique of deduplication. The studies carried out so far suggested different models and 

algorithms for performing the deduplication efficiently and utilized in their proposed models features of 

security, energy or hybrid approaches. This is because every approach adopts a different technique or uses 

different datasets and adopts certain limitations to address certain areas of the deduplication problem. One of 

the fundamental methods incorporates the use of a locally found deduplication model which is the basic of 

the models proposed, though security and other enhancements to the model are proposed for better 

protection. Enhanced randomized convergent encryption has also been used on cloud databases with a 

deduplication algorithm, but it does not explore hybrid approaches that could boost both efficiency and 

security. In another study, energy efficient deduplication is forwarded by sending non-duplicative data only 

to a central hub which can be improved further through the use of compression techniques for further energy 

savings. Hash-table-based block identification methods in the context of the duplicate storage application are 

effective but offer a single-file application leading to existing single-file applications offering little room for 

scalability. Several types of research indicate the need for further functionality. One example includes data 

deduplication for certain practical datasets, where the authors pointed out the potential for developing hybrid 

models with more versatility for future applications [18]. 

The application of convergent encryption with AES and blowfish algorithms in local file systems has a 

great potential, but it needs improvements in the keyword searching features [19]. A similar model lets users 

train AE on a self-made dataset but it currently does not offer support of many types of data making it possible 

to design more comprehensive deduplication methods [20]. Certain use cases like health data among others 

being able to utilize more advanced encryption while being able to apply window size based chunking 

techniques for de-duplication also highlight managing chunking techniques of appropriate dynamism for 

healthcare data UI only being unique for such needs [22]. Custom datasets have shown that enhanced chunking 

algorithms could make de-duplication easier but overall granularity is hampered leading to loss of accuracy 

[25]. Hybrid cloud storage and the Diffie-Hellman algorithm have also been combined on MS-SQL datasets 

with future plans focused on enhancing security features as additional studies to improve enhancing features of 

data security for infrastructure in the target space have been out [29]. All in all, the proposed methods illustrated 

the convergence in a trend supporting both file-level and block-level deduplication with very few exceptions. 

 

4.4.  Deduplication in cloud infrastructure 

We proposed an algorithm known as the DCI for data deduplication. The DCI, in Algorithm 1, 

outlines a process for deduplicating files in a cloud storage environment. The algorithm begins by iterating 

through each file in a data stream and generating a fingerprint for the file. It then checks if the hash 

(fingerprint) of the file exists in the cloud's metadata. If the hash is found, a pointer to the original file is 

added, and the file is not saved to the cloud storage to prevent duplication. If the hash does not exist, the file 

is divided into blocks, and hashes are generated for each block. The algorithm then checks if any block 

hashes exist in the cloud metadata. If a match is found, a pointer to the original block is added, and the block 

is not saved to the cloud storage. The algorithm presents a two-step approach to DCI, aiming to minimize 

storage space by identifying and eliminating duplicate files and blocks. The algorithm effectively determines 

whether the data is stored by generating and comparing hashes of files and blocks with existing metadata in 

the cloud, avoiding redundancy. This approach optimizes storage resources and can contribute to cost savings 

in cloud environments by reducing the amount of data that needs to be stored. Additionally, the algorithm's 

use of pointers to the original files and blocks allows for efficient retrieval and access to the deduplicated 

data, maintaining data integrity and accessibility. Overall, the DCI algorithm offers a systematic and efficient 

method for DCI, addressing the challenge of redundant data storage. Its focus on hash generation, metadata 

comparison, and pointer-based deduplication provides a comprehensive strategy for optimizing cloud storage 

resources and minimizing duplication, ultimately enhancing the efficiency and cost-effectiveness of cloud-

based data management. 
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Algorithm 1. DCI 

Input: Data Stream D 

Output: Data deduplication results 

1. Begin 

2. For each file F in Data Stream D 

3. hashGenerateFingerprint(F) 

4. IF hash exists in cloud metadata Then 

5.    Add a pointer to the original file 

6. Do not save the file to cloud storage 

7.    Else 

8. blocksDivideFile(F) 

9. hashesGenerateHashes(blocks) 

10.       IF any hash in hashes exists in cloud metadata, Then 

11.          Add a pointer to the original block 

12.          Do not save the block to cloud storage 

13.       Else 

14. Save the blocks 

15.       End If 

16.    End If 

17. End For 

18. End 

 

4.5.  Optimal redundancy strategy 

In cloud computing infrastructure, a file may be used by several users. In other words, a unique file 

may have several references, and that count may increase occasionally. Keeping one unique copy for all 

references may save memory but leads to a deteriorated QoS. To overcome this problem, we proposed an 

optimal redundancy strategy for maintaining several file copies despite the deduplication procedure. This will 

ensure the availability of data and faster access to data. Many existing systems used the level of redundancy as 

part of the deduplication procedure. Considering the level of redundancy based on several references pointed to 

the given file is not an ideal solution. We proposed a deduplication process integrated with an optimal 

redundancy strategy, considering several references pointing to a file and the associated QoS requirement. The 

consideration of both QOS and dynamicity has the potential to improve the availability of a given file. 

As presented in Figure 4, the proposed optimal scheduling strategy computes the number of copies 

of a file to be maintained based on the dynamically increasing number of references and QoS requirements 

associated with the file. QOS requirement and several references point into a file or both dynamic. The 

proposed optimal scheduling strategy recomputes an optimal number of copies from time to time to 

determine the number of copies of a file to be maintained for sustained availability in cloud computing. 
 

 

 
 

Figure 4. Strategic redundancy management 
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5. EXPERIMENTS AND RESULTS 

Experiments are made with a Java-based prototype application that integrates the CloudSim 

framework and the HDFS simulator. The former is meant to simulate the deduplication process, while the 

latter is intended to simulate the storage infrastructure. Several experiments are made to make observations 

concerning deduplication. The proposed algorithms support both file and block-level deduplication. 

Combining both kinds of deduplication procedures will help improve cloud infrastructure performance. The 

proposed algorithm, DCI, is compared against many baseline deduplication methods. The existing methods 

used for comparison are ProbMinHash [29], SuperMinHash [30], and BagMinHash [31]. SuperMinHash, 

ProbMinHash, and BagMinHash are all algorithms designed to estimate the similarity between sets. 

SuperMinHash efficiently estimates Jaccard similarity, which measures how similar two sets are based on 

their intersection divided by their union. ProbMinHash focuses on the Jaccard similarity coefficient, while 

BagMinHash estimates similarity using "bag-of-words" or "bag-of-items" representations. 

One of the critical observations is the duplication ratio (DR), which is computed by dividing total 

data before reduction (TDBR) by total data after reduction (TDAR), as expressed in (1). And the percentage 

of saved storage space (SSS), is computed by subtracting cumulative data (CD) from cumulative unique data 

(CUD), multiplied by 100, and dividing by cumulative data (CD) as expressed in (2). 
 

DDR=
𝑇𝐷𝐵𝑅

𝑇𝐷𝐴𝑅
 (1) 

 

SSS=
(𝐶𝐷−𝐶𝑈𝐷)∗100

𝐶𝐷
 (2) 

 

Table 2 illustrates the experimental results obtained using sample 1 values, focusing on 

deduplication ratio and storage space saved across four experiments. The data demonstrates a consistent 

increase in deduplication ratio and percentage of saved storage space as cumulative data increases, 

showcasing the efficiency of the proposed DCI algorithm. For example, the deduplication ratio increases 

from 2.2 in experiment 1 to 3.0 in experiment 4, corresponding to storage savings from 54.54% to 66.66%. 
 

 

Table 2. Experimental results using sample 1 values 
Experiment Cumulative data (TB) Cumulative UniqueData (TB) De-duplication ratio Percentage of saved storage space 

Experiment 1 1.1 0.5 2.2 54.54 
Experiment 2 2.5 0.9 2.77 64 

Experiment 3 3.5 1.2 2.91 65 

Experiment 4 4.5 1.5 3 66.66 

 

 

As presented in Figure 5, observations are made using sample 1 values. In the first experiment, 

cumulative actual data is 1.1 TB, while cumulative unique data is 0.5 TB. The percentage of saved storage space 

in the first experiment is 54.54 GB, in the second experiment 64 GB, in the third experiment 65 GB, and in the 

fourth experiment 66.66 GB, reflecting a gradual increase in the saved storage percentage. The results of an 

empirical study involving four experiments demonstrate that the proposed deduplication technique can 

consistently save storage space, achieving a deduplication ratio ranging from 2.2 to 3. This indicates a significant 

improvement in optimizing storage infrastructure in the cloud. The cumulative data used in the study across all 

four experiments ranged from 1.1 TB to 4.5 TB. Given that cloud computing infrastructure handles large volumes 

of data, even modest gains in storage efficiency can lead to substantial benefits. This performance enhancement 

not only optimizes the cloud infrastructure but also provides valuable advantages to cloud consumers. 
 

 

 
 

Figure 5. Percentage of storage saved after applying deduplication on sample 1 values 
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Table 3 presents the experimental results obtained using sample 2 values, focusing on deduplication 

ratio and percentage of saved storage space across eleven experiments. The table highlights the consistent 

improvement in deduplication efficiency as cumulative data increases. For instance, in experiment 1, with 

cumulative data of 1.2 TB and unique data of 0.8 TB, the deduplication ratio is 1.5, resulting in 33.33% 

saved storage space. As the cumulative data reaches 12 TB in experiment 11, the deduplication ratio rises 

significantly to 5.0, with 80% of storage space saved. This trend indicates the scalability and effectiveness of 

the proposed DCI algorithm when applied to larger datasets. The deduplication process not only eliminates 

redundant data effectively but also maximizes storage efficiency. These results validate the capability of the 

DCI algorithm to optimize cloud infrastructure resources, even in scenarios with diverse data volumes and 

characteristics. 

 

 

Table 3. Experimental result using sample 2 values 
Experiment Cumulative data (TB) Cumulative unique data (TB) De-duplication ratio Percentage of saved storage space 

Experiment 1 1.2 0.8 1.5 33.33 

Experiment 2 2.2 0.9 2.44 59.09 

Experiment 3 3.2 1.1 2.90 65.62 

Experiment 4 4.2 1.3 3.23 69.04 
Experiment 5 5.2 1.5 3.46 71.15 

Experiment 6 6.2 1.7 3.64 72.58 
Experiment 7 7.2 1.8 4 75 

Experiment 8 8.2 2 4.1 75.609 

Experiment 9 9.2 2.1 4.38 77.17 
Experiment 10 10.2 2.3 4.43 77.45 

Experiment 11 12 2.4 5 80 

 

 

As presented in Figure 6, observations are made using sample 2 values. In the first experiment, 

cumulative actual data is 1.2 TB, while cumulative unique data is 0.8 TB. The percentage of saved storage 

space in the first experiment is 33.33 GB; in the second experiment, 59.09 GB; in the third experiment,  

65.62 GB; and in the last experiment, 80 GB, reflecting a gradual increase in the saved storage percentage. 

The experimental results with various datasets indicate that the proposed deduplication methodology 

performs well across different tests. A total of 11 experiments were conducted, focusing on the deduplication 

ratio and the percentage of storage space saved. Several key observations emerged from these experiments. 

Notably, as the cumulative data in the cloud infrastructure increased, the proposed deduplication method 

demonstrated an enhanced ability to save storage space by effectively detecting and eliminating duplicate 

data. The deduplication ratio consistently increased across all experiments, ranging from 1.5 to 5. 

 

 

 
 

Figure 6. Percentage of storage saved after applying deduplication on sample 2 values 

 

 

Table 4 showcases the experimental results using sample 3 values, detailing the deduplication ratio 

and percentage of saved storage space across 16 experiments. The results demonstrate a clear progression in 

the efficiency of the proposed DCI algorithm as cumulative data increases. In experiment 1, with cumulative 
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data of 1 TB and unique data of 0.8 TB, the deduplication ratio is 1.25, achieving a 20% storage space 

savings. By experiment 16, with cumulative data of 20.8 TB and unique data of 3.1 TB, the deduplication 

ratio significantly improves to 6.7, with an impressive 85.09% storage space savings. This table highlights 

the capability of the DCI algorithm to achieve high levels of data deduplication and resource optimization, 

even with increasing dataset sizes. The steady growth in the deduplication ratio and storage space savings 

reflects the robustness and scalability of the algorithm. These results underscore the practicality of the DCI 

approach for real-world cloud storage environments, where large-scale data management and optimization 

are critical. 
 
 

Table 4. Experimental result using sample values 
Experiment Cumulative data (TB) Cumulative unique data (TB) De-duplication ratio Percentage of saved storage space 

Experiment 1 1 0.8 1.25 20 
Experiment 2 2 0.9 2.2 55 

Experiment 3 3 1 3 66.66 

Experiment 4 4 1.2 3.3 70 
Experiment 5 5.2 1.4 3.7 73.07 

Experiment 6 6.5 1.6 4.06 75.38 

Experiment 7 8 1.9 4.2 76.25 
Experiment 8 9.5 2 4.75 78.94 

Experiment 9 11 2.2 5 80 

Experiment 10 12.5 2.3 5.4 81.6 
Experiment 11 14 2.5 5.6 82.14 

Experiment 12 15.2 2.6 5.8 82.89 

Experiment 13 16.2 2.7 6 83.33 
Experiment 14 18 2.9 6.2 83.88 

Experiment 15 19.8 3 6.6 84.84 

Experiment 16 20.8 3.1 6.7 85.09 

 

 

As presented in Figure 7, observations are made using sample 3 values. In the first experiment, 

cumulative actual data is 1 TB, while the cumulative unique data is 0.8 TB. The percentage of saved storage 

space in the first experiment is 20 GB, in the second experiment is 55 GB, in the third experiment is  

66.66 GB, and in the last experiment, it is 85.09 GB, reflecting a gradual increase in the saved storage 

percentage. Using the third data set, all the experiments made with the proposed deduplication technique 

consistently showed performance advantages. The experiments were conducted using a variety of inputs, and 

the observations were focused on the deduplication ratio achieved and the percentage of storage space saved. 

The findings from all experiments indicate that when the cumulative data reached 1 TB, the deduplication 

ratio achieved was 1.25, with a storage space savings of 20%. In contrast, during the last experiment, when 

the cumulative data amounted to 20.8 TB, the deduplication ratio increased significantly to 6.7, resulting in 

the highest percentage of storage space saved at 85.09%. These observations are based on the data sets and 

the underlying duplicate objects that were identified and subjected to deduplication. 

 

 

 
 

Figure 7. Percentage of storage saved after applying deduplication on sample 3 values 
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Table 5 provides a performance comparison of the proposed DCI algorithm against state-of-the-art 

methods such as SuperMinHash, ProbMinHash, and BagMinHash. Metrics include cumulative data, 

cumulative unique data, deduplication ratio, and percentage of saved storage space. The table highlights the 

superior performance of the DCI algorithm, which achieves the highest deduplication ratio (6.7) and storage 

space savings (85.09%), significantly outperforming existing methods. 

 

 

Table 5. Performance comparison 
Deduplication method Cumulated data (TB) Cumulated unique data (TB) De-dup ratio Percentage of saved storage space 

SuperMinHash 20.8 7.4 2.8108 64.4230 

ProbMinHash 20.8 6.9 3.0144 66.82692 

BagMinHash 20.8 8.5 2.4470 59.13462 
DCI (proposed) 20.8 3.1 6.7096 85.0961 

 

 

Figure 8 presents a performance comparison of four deduplication methods: SuperMinHash, 

ProbMinHash, BagMinHash, and DCI (proposed). The compared metrics include cumulated data (TB), 

cumulated unique data (TB), deduplication (de-dup) ratio, and the percentage of saved storage space. All 

methods have the same cumulated data of 20.8 TB. For cumulated unique data, the values for SuperMinHash, 

ProbMinHash, BagMinHash, and DCI are 7.4 TB, 6.9 TB, 8.5 TB, and 3.1 TB, respectively. The de-dup ratio 

is highest for DCI at 6.709677419, followed by BagMinHash at 2.447088324, ProbMinHash at 3.014492754, 

and SuperMinHash at 2.810810811. Regarding the percentage of saved storage space, DCI leads with 

85.9051385%, followed by BagMinHash with 59.31461538%, ProbMinHash with 66.82092908%, and 

SuperMinHash with 64.2307692%. The data implies that DCI (proposed) is the most efficient deduplication 

ratio and storage space savings method. The performance evaluation, which compared the proposed 

deduplication method with various state-of-the-art techniques, demonstrated that the new methodology has 

significant advantages over existing methods. The results regarding the deduplication ratio and the 

percentage of storage space saved confirm the efficiency of the proposed approach, showing that it 

outperforms current state-of-the-art methods. The performance improvement is attributed to the proposed 

method's consideration of both file-level and block-level approaches, facilitating optimal decision-making in 

the deduplication process. 

 

 

 
 

Figure 8. Performance comparison among deduplication methods 

 

 

6. DISCUSSION 

The proposed cloud deduplication methodology supports both file and block-level deduplication 

processes. This approach is more efficient because it considers file and block-level deduplication procedures, 

leading to higher efficiency in a cloud storage infrastructure. The proposed system has mechanisms to deal 

with distributed storage infrastructure and improve its efficiency with the deduplication procedure. Since 

cloud infrastructure stores and manages the data of billions of users across the globe, it is essential to have 

unique copies of data. In contrast, duplicate copies will hold a pointer to the original data, saving storage 

space and making the infrastructure energy efficient. The provision to manage metadata in the metadata 

server in the proposed system has the potential to improve accuracy in the identification of duplicate objects. 

The proposed algorithm is efficient with both file and block-level deduplication processes. The proposed 

deduplication methodology is specifically designed for cloud infrastructures. Given that these infrastructures 

handle large volumes of data, the deduplication process effectively eliminates duplicate multimedia objects, 

ensuring that only unique content is maintained. Instead of creating duplicate copies, the system allows for 

the reference of these objects when necessary, which helps conserve storage space and brings additional 
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benefits. This methodology has been shown to be more efficient than existing methods, as it operates 

effectively at both file and block levels, leading to enhanced optimization of the deduplication process. 

Furthermore, when applied to distributed storage facilities, the proposed methodology can significantly 

improve infrastructure efficiency and utility over time. The optimization achieved can lead to numerous 

advantages, such as increased customer satisfaction, better adherence to SLAs, enhanced energy efficiency in 

cloud data centers, and improved resource optimization. However, the proposed system has certain 

limitations, as expressed in section 6.1. 

 

6.1.  Limitations 

The proposed deduplication methodology has certain limitations. First, the methodology is designed 

to deal with data DCI. Its scope is limited to textual data or data in different documents. It has no provision 

for supporting the deduplication of image objects in the cloud. Another significant limitation is that the 

proposed method exploited three different datasets to conclude. However, it is understood that there is a need 

to conduct empirical studies with more diversified datasets to draw general conclusions. Yet another 

significant limitation of the proposed methodology is that it needs to explore learning-based approaches that 

are important in the era of AI. 

 

 

7. CONCLUSION  

The primary objective of this research was to optimize cloud infrastructure efficiency through a 

novel data deduplication methodology. The proposed DCI algorithm combines file-level and block-level 

deduplication to address the challenges of redundant data storage. Experimental results validated the 

effectiveness of the algorithm, achieving a deduplication ratio as high as 6.7 and saving up to 85.09% of 

storage space. These significant gains highlight the capability of DCI to handle large-scale data efficiently 

and provide measurable improvements over existing methods. The implementation of the DCI algorithm has 

a direct and profound impact on cloud infrastructure performance. By eliminating redundant data and 

optimizing storage allocation, the DCI algorithm reduces the storage requirements significantly, ensuring 

better utilization of cloud resources. By reducing the volume of data stored and processed, the algorithm 

minimizes energy consumption in data centers, contributing to a more sustainable cloud computing 

environment. The incorporation of an optimal redundancy strategy ensures high availability and faster data 

access, thereby enhancing user satisfaction and adherence to SLAs. While the proposed methodology has 

shown promising results, it is important to acknowledge certain limitations. The current system is tailored to 

textual and document-based data, with no provision for image deduplication. Additionally, the experimental 

evaluation utilized three datasets, and further studies with diversified datasets are necessary to draw more 

generalized conclusions. Furthermore, the methodology does not currently leverage learning-based 

approaches, which could be pivotal in the era of AI. In future work, we aim to expand the scope of the DCI 

algorithm to include image deduplication and explore deep learning techniques for more adaptive and 

intelligent deduplication. These advancements will pave the way for the development of smarter, more 

efficient deduplication methods that address the dynamic needs of modern cloud infrastructures. 
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