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 Outlier detection in user reviews is a critical task for identifying anomalous 

and potentially valuable insights within large datasets. This study presents a 

comparative analysis of three different algorithms for outlier detection in 

user reviews: isolation forest, local outlier factor (LOF), and latent dirichlet 

allocation (LDA). The performance of each algorithm was evaluated using 

accuracy and silhouette score for outlier detection and clustering quality. 

LDA performed best with 0.98 accuracy and a silhouette score of 0.13. 

Isolation forest followed with 0.90 accuracy and a score of 0.11. LOF had 

lower results with 0.42 accuracy and a score of -0.05 due to its sensitivity to 

neighbors. The study contributes by systematically exploring the impact of 

parameter variations on algorithm performance, providing valuable insights 

for high-dimensional text data analysis. Despite the promising results, 

limitations include the dependence on preprocessing and specific parameter 

settings. Future work will explore hybrid approaches and broader datasets to 

enhance scalability and adaptability. 
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1. INTRODUCTION 

Outlier detection involves identifying data points that significantly deviate from the majority of a 

dataset. These outliers, often referred to as anomalies or abnormalities, can provide critical insights into 

underlying processes and inform decision-making in various domains, including machine monitoring, 

financial markets, environmental modeling, and social network analysis [1]. While traditional outlier 

detection techniques have shown success with numerical data, textual data presents unique challenges due to 

its high dimensionality, sparsity, and contextual dependencies. This paper addresses these challenges within 

the context of user review datasets, a growing area of interest fueled by the rise of e-commerce and online 

review platforms. 

User review datasets are crucial for understanding customer experiences, monitoring product or 

service quality, and detecting fraud or biased content. Anomalies in such datasets can reveal unique 

consumer sentiments or fraudulent reviews, but detecting these anomalies remains challenging.  

High-dimensional textual data exacerbates issues of sparsity [2], [3], while contextual ambiguities, such as 

polysemy (e.g., the word “Apple” referring to either a fruit or a company), hinder robust similarity  

https://creativecommons.org/licenses/by-sa/4.0/
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measures [4], [5]. These difficulties necessitate alternative techniques to improving the accuracy and 

robustness of outlier detection in textual datasets [6]. 

Traditional outlier detection techniques such as statistical, distance-based, and clustering-based 

methods have been extensively applied to numerical data. Statistical approaches for outlier detection include 

Z-score and Mahala Nobis distance, which identify anomalies based on deviations from the dataset’s mean or 

covariance structure [7]. Additionally, advanced techniques such as centroid embeddings combined with 

minimum covariance determinant (MCD) offer robust covariance estimation for high-dimensional text data, 

reducing misclassification of novel inputs [8]. Rare document frequency and ranking methods further 

enhance statistical outlier detection by addressing data sparsity and distance concentration challenges [9]. 

Distance-based methods, including K-nearest neighbors (K-NN), rely on distances between data points [10], 

while clustering techniques like density-based spatial clustering of applications with noise (DBSCAN) and 

K-means identify outliers as points that do not conform to cluster structures [11]. However, their application 

to textual data is limited by dimensionality and sparsity issues, requiring significant preprocessing [12]. 

Efforts to adapt these methods for text data have included similar measures like cosine similarity 

and Jaccard index. Despite their utility, these methods are sensitive to noise, such as misspellings and slang, 

which reduces robustness [13], [14]. Machine learning approaches, including latent dirichlet allocation 

(LDA) and local outlier factor (LOF), have also been explored. LDA models text topics and can highlight 

unusual documents within a corpus [15], while LOF detects density-based anomalies [16]. While effective, 

these techniques require extensive tuning to handle the intricacies of text data [17]. Recent advancements in 

natural language processing (NLP) offer new possibilities. Embedding-based methods, such as those utilizing 

bidirectional encoder representations from transformers (BERT), provide contextualized representations of 

text that capture semantic nuances [18]. Combined with clustering algorithms, BERT embeddings can 

improve outlier detection in user reviews [19]. However, challenges like the high dimensionality of 

embedding and computational inefficiencies remain, necessitating further research into optimizing these 

methods. 

While there have been significant advancements in outlier detection, a critical gap remains in 

understanding how variations in parameters impact the performance of detection methods. Addressing this 

gap is vital for improving the practical application of these techniques. Understanding the effects of 

parameter variations, such as contamination levels in isolation forest, the number of neighbors in LOF, and 

topic counts in LDA, is crucial for optimizing detection methods. The experiments conducted in this study 

focus on LDA, LOF, and isolation forest methods. Specifically, the results highlight the following: different 

contamination levels for isolation forest, varying numbers of neighbors for LOF, and different topic counts 

for LDA. These experiments address the gaps in current methodologies by exploring the effects of parameter 

variations on outlier detection performance. 

The remainder of this paper is organized as follows: section 2 provides an overview of the proposed 

methodology, detailing the preprocessing steps, modeling techniques, and evaluation metrics. Section 3 

presents experimental results and section 4 presents the discussion of the findings. Finally, section 5 

concludes with a summary of contributions and potential directions for further work. 

 

 

2. METHOD 

In this section we discuss both the datasets used for the initial experiment, in which we select three 

models to be used for finding outliers in e-commerce user reviews data. We discussed the process through 

which we arrived at the choice of an outlier detection model. The model contains three main phases. The first 

phase is dataset pre-processing, where raw text data is cleaned, representation of text data where the 

preprocessed text is converted into a numerical format that can be used as input to machine learning models. 

The second phase involves data modelling for three outliers’ detection algorithms and the final phase is 

conducting performance evaluation on the models. 

 

2.1.  Dataset preparation 

The dataset preparation phase encompasses several essential preprocessing steps to ensure the data 

is clean, consistent, and suitable for analysis. These steps include the removal of null values, stopwords 

(commonly used words that do not contribute significant meaning, such as "the," "and," or "is"), punctuation, 

special characters, and duplicate entries. Additionally, all text is converted to lowercase to maintain 

uniformity and reduce redundancy caused by case sensitivity. 

The dataset used in this experiment was extracted from user reviews on the Shopee e-commerce 

platform [20] with 10,000 reviews. These reviews represent a valuable source of textual data, offering 

insights into user experiences and sentiments. After completing the preprocessing steps, the cleaned dataset 

was transformed into a structured format using the bag-of-words (BoW) model. The BoW approach 
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represents the text data by counting the frequency of individual words or n-grams (sequences of adjacent 

words) in the dataset. This method converts the raw text into a fixed-length vector, where each dimension 

corresponds to a unique word or n-gram in the corpus. This process, commonly referred to as feature 

engineering or feature extraction, is critical for converting unstructured text data into a numerical format that 

can be processed by machine learning algorithms. 

 

2.2.  Outliers detection model  

The experiments explore the performance of three outlier detection methods LOF, isolation forest, 

and LDA on a dataset of user reviews extracted from the Shopee e-commerce platform. The primary 

objective is to assess how variations in key parameters affect the models' ability to identify anomalies, 

leveraging the receiver operating characteristic (ROC) metric to evaluate their performance.  

The LOF is a density-based algorithm that detects anomalies by measuring the local deviation of a 

data point’s density relative to its neighbors. LOF computes a local reachability density for each data point 

and compares it to that of its K-NN. The LOF score is defined as (1): 

 

LOF(𝑝) =
∑

1𝑟𝑑𝑚𝑖𝑛(𝑖)

1𝑟𝑑𝑚𝑖𝑛(𝑝)
𝑘
𝑖=1

𝑘
 (1) 

 

where lrdmin(p) represents the local reachability density of a point p. The parameter k, the number of 

neighbors, was varied in this study to understand its impact on anomaly detection performance. 

Isolation forest, on the other hand, is a tree-based algorithm that isolates anomalies by randomly 

selecting a feature and then randomly selecting a split value between the feature's minimum and maximum 

values. The isolation depth, or the number of splits required to isolate a data point, is smaller for anomalies. 

The algorithm's effectiveness is determined by the contamination parameter, which represents the proportion 

of outliers in the dataset. The anomaly score for a data point x is given by (2): 

 

Score (𝑥) = 2 −
𝐸(ℎ(𝑥))

𝑐(𝑛)
 (2) 

 

where E(h(x)) is the average path length to isolate x, and c(n) is the average path length of a binary search 

tree built on nnn data points. 

LDA, a topic modeling technique, was used to identify anomalous reviews by examining their topic 

distributions. LDA assumes that each document is a mixture of latent topics, and each topic is characterized 

by a distribution over words. The generative process in LDA involves the following: 

− For each document, a topic distribution θ is drawn from a dirichlet distribution Dir(α). 

− For each word in the document, a topic is sampled from θ, and the word is generated from the topic’s 

word distribution ϕ, also drawn from a dirichlet distribution Dir(β). 

The number of topics was varied to analyze how granularity affects anomaly detection. Anomalies were 

identified as reviews with topic distributions that significantly deviated from the dataset's overall patterns. 

 

2.3.  Model evaluation 

The performance of the models was evaluated using the ROC curve and the silhouette score. The 

ROC curve measures the trade-off between the true positive rate (TPR) and the false positive rate (FPR) 

across different thresholds, providing insights into the model's ability to detect anomalies relative to normal 

data points. The silhouette score was used to assess the quality of clustering achieved by the models. This 

metric evaluates how well each data point is matched to its assigned cluster and how distinct that cluster is 

from others. The score ranges from -1 to 1, with values closer to 1 indicating better-defined clusters and 

values closer to -1 suggesting incorrect clustering. 

 

 

3. RESULTS AND DISCUSSION 

This section presents the results and discussions from the comparative analysis of three 

unsupervised outlier detection algorithms applied to a high-dimensional text dataset of user reviews. The goal 

is to evaluate the effectiveness of each algorithm in identifying anomalies in the data, considering various 

performance metrics and their practical implications. We examined the performance of the three algorithms. 

The evaluation encompasses accuracy, silhouette scores, and ROC curve analysis to provide a comprehensive 

assessment of each method's strengths and limitations. The discussion is organized into two subsections 

which are performance analysis and ROC curve analysis. 
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3.1.  Performance analysis result 

This evaluation provides a detailed assessment of each algorithm's performance metrics, including 

accuracy and silhouette scores, to understand how well they detect outliers in text data. 

 

3.1.1. Isolation forest  

We evaluated the performance of the isolation forest algorithm for detecting outliers in the Shopee 

review dataset. The algorithm was tested with various levels of contamination to understand its impact on 

accuracy and clustering quality, as measured by the silhouette score. The results are summarized in Table 1. 

 

 

Table 1. The performance of isolation forest algorithm at four contamination levels 
Contamination Accuracy Silhouette score 

0.01 0.98 0.14 

0.05 0.94 0.13 
0.1 0.89 0.11 

0.2 0.79 0.07 

 

 

Overall, the isolation forest algorithm achieved an accuracy of 0.90 across all contamination levels, 

with an overall silhouette score of 0.11. With a contamination level of 0.01, the isolation forest algorithm 

achieved the highest accuracy of 0.98. The silhouette score, which measures the quality of clustering, was 

0.14. This indicates that the algorithm was highly effective at identifying outliers with minimal 

misclassification [21]. The isolation forest algorithm works on the principle that outliers are more susceptible 

to isolation than normal data points. However, the relatively low silhouette score suggests that while the 

outliers were correctly identified, the cohesion within the clusters could be improved. At a contamination 

level of 0.05, the accuracy slightly decreased to 0.94, and the silhouette score was 0.13. This slight drop in 

performance indicates that increasing the contamination level introduces more noise into the model, making 

it slightly harder to accurately distinguish outliers from the normal data points [22]. 

With a contamination level of 0.1, the accuracy further declined to 0.89, and the silhouette score 

dropped to 0.11. This trend suggests that as more data points are considered as potential outliers, the 

algorithm’s ability to accurately identify true outliers diminishes [23]. The clustering quality, as indicated by 

the silhouette score, also worsens, reflecting increased difficulty in maintaining clear cluster boundaries. At 

the highest tested contamination level of 0.2, the accuracy dropped significantly to 0.79, and the silhouette 

score was 0.07. This substantial decline in both accuracy and silhouette score indicates that a higher 

contamination level leads to considerable noise, making it challenging for the algorithm to maintain high 

precision in outlier detection and clear cluster separation. 

 

3.1.2. Local outlier factor 

We evaluated the performance of the LOF algorithm for detecting outliers in the Shopee review 

dataset. The algorithm was tested with various numbers of neighbors to understand its impact on accuracy 

and clustering quality, as measured by the silhouette score. The results are summarized in Table 2. 

 

 

Table 2. Performance of LOF with varying number of neighbors 
Number of neighbors Accuracy Silhouette score 

5 0.72 0.02 
10 0.53 0.03 
20 0.29 -0.05 

 

 

Overall, the LOF algorithm achieved an accuracy of 0.42 across all numbers of neighbors, with an 

overall silhouette score of -0.05. With 5 neighbors, the LOF algorithm achieved an accuracy of 0.72 and a 

silhouette score of 0.02. This indicates moderate success in identifying outliers, though the silhouette score 

suggests poor clustering quality, implying that the detected outliers do not form well-separated clusters. With 

10 neighbors, the accuracy dropped to 0.53, and the silhouette score was 0.03. This decrease indicates that 

increasing the number of neighbors makes it more challenging to accurately identify outliers and maintain 

cluster cohesion. At the highest tested number of 20 neighbors, the accuracy dropped significantly to 0.29, 

and the silhouette score was -0.05. This indicates poor performance in both detecting outliers and clustering 

quality, highlighting the negative impact of using too many neighbors for this dataset. 
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3.1.3.  Latent dirichlet allocation  

We evaluated the performance of the LDA algorithm for detecting outliers in the Shopee review 

dataset. The algorithm was tested with various numbers of topics to understand its impact on accuracy and 

clustering quality, as measured by the silhouette score. The results are summarized in Table 3. Overall, the 

LDA algorithm achieved an accuracy of 0.98 across all numbers of topics, with an overall silhouette score of 

0.13. With 5 topics, the LDA algorithm achieved an accuracy of 0.98 and a silhouette score of 0.17. This 

indicates that the algorithm is highly effective in identifying outliers, with the detected outliers forming  

well-separated clusters. 

 

 

Table 3. Performance of latent dirichlet allocation 
Number of topics Accuracy Silhouette score 

5 0.98 0.17 

10 0.98 0.14 
15 0.98 0.11 

20 0.98 0.10 

 

 

The high silhouette score suggests good clustering quality. At 10 topics, the LDA algorithm 

maintained its high accuracy of 0.98, with a silhouette score of 0.14. While the clustering quality slightly 

decreased compared to 5 topics, the algorithm still performed exceptionally well in terms of outlier detection. 

With 15 topics, the accuracy remained at 0.98, and the silhouette score dropped to 0.11. This further decrease 

in clustering quality indicates that while the algorithm continues to identify outliers accurately, the separation 

between clusters becomes less distinct. At the highest tested number of 20 topics, the accuracy was still 0.98, 

but the silhouette score decreased to 0.10. This trend suggests that increasing the number of topics slightly 

reduces clustering quality but does not affect the accuracy of outlier detection. 

 

3.2.  Receiver operating characteristic curve analysis 

In this section, we present the ROC curve analysis for the isolation forest algorithms as depicted in 

Figure 1, highlighting the true positive and false positive rates across different thresholds. This analysis helps 

evaluate the trade-offs between detecting outliers and the risk of false positives. We analyze the performance 

of the isolation forest algorithm using the ROC curve, which provides a graphical representation of the 

algorithm's diagnostic ability. 

 

 

 
 

Figure 1. The ROC curve for isolation forest algorithm 

 

 

The ROC curve plots the TPR against the FPR at various threshold settings. Figure 1 shows the 

ROC curve for the isolation forest algorithm. Initial performance (Threshold 1): at the lowest threshold, the 

model does not identify any outliers (TPR=0.0) and does not incorrectly classify any normal points as 

outliers (FPR=0.0). This indicates a very conservative approach initially. Middle performance  

(Thresholds 2 to 5): as the threshold increases, the TPR increases, showing that more true outliers are being 

detected. However, this comes with a corresponding increase in the FPR, indicating more false positives. For 

instance, at Threshold 2, the TPR is 0.2 while the FPR is 0.6. By Threshold 5, the TPR reaches 0.8 but the 
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FPR is also high at 0.95. Maximal performance (Threshold 6): at the highest threshold, the model detects all 

true outliers (TPR=1.0), but nearly all normal points are also classified as outliers (FPR=0.98). This reflects a 

very aggressive approach, where almost everything is flagged as an outlier. 

 

 

4. DISCUSSION 

The ROC analysis reveals that while the isolation forest algorithm is capable of detecting all true 

outliers at the highest threshold, it does so at the cost of a very high false positive rate. This indicates that 

while the algorithm is effective in identifying outliers, it requires careful tuning of the threshold to balance 

between true positive rate and false positive rate [24]. Choosing an optimal threshold that provides a 

reasonable balance between TPR and FPR is crucial. For instance, a moderate threshold that offers a TPR of 

around 0.6 to 0.8 might be preferable, as it allows for a higher detection rate with a relatively lower, though 

still significant, false positive rate. When comparing the two algorithms, LDA and isolation forest both 

demonstrated strong performance in detecting outliers in text data, with LDA showing more consistent 

results across different configurations. Isolation forest, while effective at lower contamination levels, showed 

decreased performance as contamination increased, indicating the need for careful parameter tuning. 

LDA's robustness and consistent performance can be attributed to its ability to model the underlying 

topic structure of the text data. By identifying the distribution of topics within the documents, LDA can 

effectively highlight documents that do not conform to the typical topic distributions, making it highly 

suitable for detecting various forms of outliers, such as reviews with abnormal language or irrelevant content. 

The stability of LDA's performance across different numbers of topics (5, 10, 15, and 20) with an overall 

accuracy of 0.98 and a reasonable silhouette score of 0.13 indicates that it can handle a wide range of topic 

granularity without significant loss of detection capability. Isolation forest's approach to partitioning data 

points based on random sub-sampling and tree-based isolation is inherently advantageous for identifying 

outliers in high-dimensional spaces. The high accuracy at lower contamination levels (0.98 with 1% 

contamination) demonstrates its strength in environments where outliers are sparse. However, as the 

contamination level increases, the accuracy declines (0.79 at 20% contamination), and the silhouette score 

also drops, reflecting poorer clustering quality. This suggests that while isolation forest can effectively isolate 

and identify outliers when they are rare, its performance diminishes as outliers become more prevalent, 

necessitating careful adjustment of the contamination parameter to maintain a balance between true positives 

and false positives. 

LOF, however, struggled with high-dimensional text data, showing lower accuracy and silhouette 

scores. Its performance was highly sensitive to the number of neighbors, which poses a challenge for its 

application in text outlier detection [25]. LOF's local density-based approach can be effective in lower-

dimensional spaces where density variations are more pronounced. However, in high-dimensional text data, 

the concept of local density becomes less meaningful due to the curse of dimensionality, leading to less 

reliable outlier detection. The significant drop in performance with an increasing number of neighbors 

(accuracy dropping to 0.29 and a negative silhouette score at 20 neighbors) indicates that LOF is not  

well-suited for high-dimensional text data, where finding an optimal number of neighbors is inherently 

challenging. 

LDA emerged as the most robust and reliable method for this task, providing high accuracy and 

reasonable clustering quality across different topic settings. This is likely due to its ability to capture the 

semantic structure of the text data through topic modeling, allowing for effective identification of reviews 

that deviate from the normal topic distributions [26]. Its consistent performance makes it a preferable choice 

for applications involving text outlier detection, such as identifying spam reviews or reviews with off-topic 

content. 

Isolation forest also performed well but requires careful handling of contamination levels to balance 

true and false positives. Its tree-based approach to isolating data points works well in identifying sparse 

outliers but becomes less effective as the proportion of outliers increases. This trade-off between true positive 

rate and false positive rate, highlighted by the ROC analysis, suggests that while isolation forest is powerful, 

it requires fine-tuning and domain knowledge to optimize its parameters for effective outlier detection in text 

data. 

LOF, while useful in certain contexts, may not be the best choice for high-dimensional text data due 

to its sensitivity to parameter settings and lower overall performance. The negative silhouette score and 

declining accuracy with an increasing number of neighbors reflect its difficulty in distinguishing outliers in 

complex text datasets. This sensitivity to the number of neighbors makes LOF less practical for text outlier 

detection, where high dimensionality and sparse data points are common [27]. 

In summary, LDA stands out as the most effective and reliable algorithm for detecting outliers in 

user reviews, providing consistent high accuracy and meaningful clustering. Isolation forest, while effective 
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in certain scenarios, requires careful parameter tuning to avoid high false positive rates. LOF, due to its 

sensitivity to parameter settings and lower performance in high-dimensional spaces, is less suited for this 

task. These findings suggest that for applications involving text data, such as identifying anomalous user 

reviews, LDA should be the preferred choice, with isolation forest as a secondary option when contamination 

levels are carefully managed. 

 

 

5. CONCLUSION 

This study compared three unsupervised algorithms—isolation forest, LOF, and LDA—for 

detecting outliers in high-dimentional text data from Shopee user reviews, focusing on accuracy and 

silhouette scores. LDA performed best, achieving 0.98 accuracy and a silhouette score of 0.13, demonstrating 

strong anomaly detection and clustering consistency. Isolation forest followed with 0.90 accuracy and a 

silhouette score of 0.11 but required careful parameter tuning. LOF showed potential but struggled with 

parameter sensitivity, achieving 0.42 accuracy and a silhouette score of -0.05. The primary contribution of 

this research lies in evaluating the impact of parameter variations across these algorithms and providing 

insights into their effectiveness in high-dimensional textual data. However, the study is limited by its focus 

on a single dataset and the challenges of parameter optimization, which could impact generalizability. Future 

research should explore these algorithms on diverse datasets, incorporate advanced text representations like 

transformer-based embeddings, and consider ensemble methods to enhance performance. Automating 

parameter tuning and extending the analysis to broader contexts would further refine outlier detection in 

high-dimensional textual data. 
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