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ABSTRACT

In this paper, i-vector and x-vector is used to extract the features from speech signal from local Indonesia languages, namely Javanese, Sundanese and Minang languages to help classifier identify the language spoken by the speaker. Probabilistic linear discriminant analysis (PLDA) are used as the baseline classifier and logistic regression technique are used because of prior studies showing logistic regression has better performance than PLDA for classifying speech data. Once these features are extracted. The feature is going to be classified using the classifier mentioned before. In the experiment, we tried to segment the test data to three segment such as 3, 10, and 30 seconds. This study is expanded by testing multiple parameters on the i-vector and x-vector method then comparing PLDA and logistic regression performance as its classifier. The x-vector has better score than i-vector for every segmented data while using PLDA as its classifier, except where the i-vector and x-vector is using logistic regression, i-vector still has better accuracy compared to x-vector.

1. INTRODUCTION

The number of regional languages in Indonesia that is recorded by Ministry of education and culture's national agency for language development and books is 652 languages. There is one language to bridge every language are called Bahasa Indonesia. This language is constructed from hundreds of languages that is used in Indonesia. But there are many Indonesian people that is not fluent at speaking Bahasa Indonesia. This matter can hinder people when they are speaking to the other. One example is if they are calling customer service and they are not using Bahasa Indonesia, the people in customer services may be experiencing difficulties when communicating with those people. Until now, there are 11 extinct regional languages. One of the reasons that language going extinct is, there are globalization effect, so people are learning global language like English for communicating with international people and using Bahasa Indonesia to communicate with domestic people. And they rarely used their own regional language.

Based on the problem written above, there is a technology called spoken language identification [1] to help people when they are visiting another region. This technology can help people by receiving input in the form of spoken sound, and then the system is going to select the matching language. These technology needs speech data for them to work. When collecting the dataset for this technology. It can also help to preserve regional language by archiving the dataset.
With this technology, we can develop models that can recognize the language. If in the future a language translation system is made that can be integrated with the system in this study, regional language users can communicate directly with foreign language users when communicating. So that users can use their local language while using certain technologies, this will allow users to still use their own local language without fear of being affected by globalization.

There are several steps to identify language, starting from cleaning the data from noise to help the system get better accuracy, extracting the feature from speech data, and classifying the language. There are several techniques to classify the language spoken, including neural networks [2], convolutional neural networks [3]-[6], logistic regression [7], PLDA [8], gaussian mixture model [9], [10], support vector machine [11], [12], and several techniques to extract the features from the recording, such as MFCC [13], [14], i-vector [15]-[17], and x-vector [18].

Jain, et al. [19] builds two systems, a system that uses the Mel-frequency cepstral coefficients (MFCC) and shifted delta cepstrum (SDC) features. At the time of testing, the result of a significant increase in accuracy on features, because MFCC performs better than SDC, therefore his research with MFCC. They use the support vector machine (SVM) classification technique combined with the singular value decomposition (SVD) technique to reduce its dimensions. This study produces a model with the best accuracy of 93.50% on a 30-minute pronunciation test with the callfriend corpus dataset (Martin and Przybocki, 2003) which has a total of twelve languages.

Venkatesan, et al. [20] used the MFCC technique which mimics parts of sound perception and production to get the details of the message uttered by the speaker. In this study, the dataset used has 4 languages, namely English, Hindi, Tamil, and Telugu, this sound file is sent to an extraction program that uses each sound chunk, then stored in CSV form. Acoustic models used for language identification are decision-tree classifier and SVM. This study produces 76% accuracy using SVM methods and 73% accuracy using decision tree classifier.

Sarthak, et al. [21] used raw audio waveforms as sound input which provide increased performance by avoiding overheads in calculating log-Mel spectrum for each audio file. This study uses the convolutional neural networks classification method because based on the journals studied, convolutional neural networks have very good performance compared to other machine learning techniques, the sound input data used is raw audio waveform because it is quite popular, because raw audio waveforms have advantages. That is, it can retrieve several features in the sound that cannot be extracted properly by several other feature extraction techniques such as MFCC, constant q transform (CQT), and fast fourier transform (FFT). In this study, 3 models were made, namely 1D ConvNet, 2D ConvNet, 2D ConvNet with Attention and GRU. 1D ConvNet has a hyper parameter random search algorithm that is useful for finding the optimal group of hyper parameters based on the given parameters. 2D ConvNet with Attention and bi-directional GRU models are added with a residual connection at each convolutional layer. This function is to find the optimal number of layers to train and eliminate the problem of vanishing gradients, there is also additional spatial attention that serves to help the model focus more on a specific part of the image, and this model also adds channel attention to help the model look for inter-dependencies between color channels in the log-Mel spectra. ConvNet 2D model explained that this model is like 2D ConvNet model with Attention and bi-directional GRU, but this model does not have the skip connection, attention layers, bi-directional GRU, and layers that were in the previous model. This study produces 93.7% accuracy using 1D ConvNet, 95.4% accuracy using 2D ConvNet, 95.0% accuracy using 2D ConvNet-Bidirectional + GRUAttention, and 96.6 accuracy from 2D ConvNet alone.

Heracleous, et al. [22] uses feature extraction i-vector techniques for language identification. The research was conducted using three classification techniques, namely deep neural network (DNN), convolutional neural network (CNN) and support vector machines (SVM). The dataset used in this study is NIST LRE 2015 (NIST, 2015) which has 50 languages to classify. Their system has a score of 1.89 EER from DNN technique. 2.00 EER from CNN technique, and 2.42 EER from SVM techniques.

Safitri, et al. [23] using the phone recognition method followed by language modeling (PRLM) and parallel phone recognition followed by language modeling (PPRLM) to identify the three selected languages. The difference between the two methods is the number of telephone identifiers used, if PRLM only uses one telephone identifier, PPRLM can use more than one telephone identifier for the language classification process. In this study, three languages were obtained with an average total sound duration per language of about 244 minutes. The voice data used are recordings of speakers reading scripts in their local language. The script contains articles or short stories in their local language. The experimental results compared were accuracy, false positive values, precision, and repeatability. PRLM experiments were carried out by trying each language module in PRLM. The existing modules start from Czech, English, Hungarian, and Spanish. Then the PPRLM experiment was carried out using all available language models and selecting the two
language modules that had the best value in the PRLM experiment. This study produced average accuracy of 73.92% from PPRLM techniques, and 67.04% from PRLM techniques.

Snyder, et al. [18] conducted research on the x-vector feature extraction technique, the study compared the x-vector technique with the i-vector technique. This research also compared the performance of acoustic features and two types of bottleneck features. For acoustic features, 23 MFCC will be used, while for the bottleneck feature, fisher English BNFs and multilingual BNFs will be used. The classification is performed by a discriminatively trained gaussian classifier, the dataset used in this study is the dataset obtained from NIST LRE 2017 (NIST, 2017) which has five language groups. In this study, the EER score was 0.163 for the x-vector system, and an EER score of 0.189 for i-vector.

Martinez, et al. [24] conducted research on the i-vector extraction method with the SVM classification method and logistic regression. In this study, the logistic regression accuracy score was obtained which was slightly higher than the SVM method at 3 sound durations (3, 10, 30) seconds on the NIST LRE 2009 dataset which has 23 languages. Models that use SVM as classifier has 400 dimensions i-vector, while models that use logistic regression have 600 dimensions i-vector. The logistic regression technique has a better accuracy on every dataset duration (3, 10, 30 seconds).

Burget, et al. [25] conducted research using i-vector as its feature extraction, and used four classifier methods namely PLDA, LR, SVM, and heavy-tailed PLDA, on this research it is shown that the LR method has better accuracy than the baseline PLDA method. I-vector is state of the art technique for spoken language recognition, but from the previous study [18], x-vector has better score than i-vector for classifying spoken language. The previous study [18] does not review how x-vector compared to i-vector technique using only MFCC as its acoustic feature in segmented duration while using classifier other than PLDA. From the research in [25], it is shown that LR has better accuracy than PLDA, so this experiment will compare logistic regression performance against PLDA as classifier. The current study focuses on spoken language identification using i-vector and x-vector techniques as their feature extraction method. And comparing PLDA and logistic regression classifier performance to classify the language after the dataset feature has been extracted by the help of i-vector and x-vector. The current study also expanded by testing the dataset on segmented duration such as 3, 10, and 30 seconds of test data, finding best parameter for each extraction techniques, and comparing EER score for each classification techniques.

2. RESEARCH METHOD

2.1. Dataset

This study will use three regional languages, Bahasa Sunda, Bahasa Jawa, and Bahasa Minang. Data collection will be done by searching for sound samples of each language via the internet. For Javanese and Sundanese languages, it will be found on the openslr.org site. Table 1 describes the Javanese, Sundanese and Minangkabau language dataset used for training and testing the models.

<table>
<thead>
<tr>
<th>Language</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jawa</td>
<td>200 Minutes</td>
</tr>
<tr>
<td>Sunda</td>
<td>200 Minutes</td>
</tr>
<tr>
<td>Minang</td>
<td>200 Minutes</td>
</tr>
</tbody>
</table>

The Minang language dataset will be collected via video from the YouTube site and pre-processing will be carried out such as changing the format of the speech data into WAV extension format and using 128 kbps bitrate.

2.2. Pre-processing

After getting the Minang language dataset. Each of them will be combined to 200 minutes of recording. And then the dataset will be split by 10 seconds for each file. The dataset is separated by a ratio of 8:1:1, with 80% as the data used for the training models, 10% as data for validation set, and 10% as data to be used for classification testing. After the dataset is divided by the ratio 80:10:10, which is 160 minutes for learning, 20 minutes for validation set, and 20 minutes for testing. The testing and validation dataset will be divided again into 3 parts, namely the 3, 10, and 30 second dataset.

2.3. Model development

This research will use i-vector and x-vector feature extraction technique to compare the accuracy results of the two. Both techniques used the same dataset so that the accuracy can be compared through the
PLDA and logistic regression classifier. Before being fed to the i-vector or x-vector techniques, the features are mean-normalized over a 3-seconds sliding window, and non-speech frames are removed using energy-based speech activity. The acoustic features used in this study are 23 MFCC with a frame-length of 25ms.

The i-vector are built from GMM-UBM recipe described in [18] as the baseline system. The i-vector UBM size and i-vector dimension parameter will be tuned. The UBM parameter has a 2048, 1024, and 512 component full-covariance GMM. The i-vector has a dimension of 600, 400, 200 and iterated 2 times on the train dataset. The x-vector training examples are built by picking speech chunks from the train data that are 2-5 seconds long for 5 epochs. The minibatch size used are 128. The parameters that will be tuned in the x-vector technique are max-frame-chunk-size and num-repeats. Max-frame-chunk-size used in this research are 400, 500, or 600. The num-repeats value for the x-vectors model are 300, 600 or 900.

Classifier models will be created using PLDA and logistic regression, before the dataset got classified using PLDA, the embeddings are whitened, length normalized, and gets their dimensionality reduced to 100, 200, or 300 using LDA. The training recordings are built from series of 10 seconds of speech.

2.4. Evaluation

In this study, the equal error rate (EER) score for each parameter will be measured. The models are built to predict each language. The experiment will be divided to two section, tuning the parameter for each model using validation dataset, and testing the final model using test set. After obtaining the results of the evaluation, an analysis of the results will be carried out, then the results of the analysis will answer the problem formulation.

3. RESULTS AND DISCUSSION

The experiment is focused on comparing performance between i-vector and x-vector techniques on three segmented durations. We performed the classification on three different languages. Once the models are trained and the feature are extracted, we used PLDA or logistic regression classifier to classify the dataset. The accuracy score of classification between three languages are reported in terms of EER. Tuning the i-vector parameter using validation dataset are recorded on Table 2.

<table>
<thead>
<tr>
<th>UBM Size</th>
<th>I-Vector Dimension</th>
<th>EER Score using LDA+PLDA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3s</td>
</tr>
<tr>
<td>2048</td>
<td>600</td>
<td>19.5</td>
</tr>
<tr>
<td>1024</td>
<td>600</td>
<td>18.17</td>
</tr>
<tr>
<td>512</td>
<td>600</td>
<td>15.67</td>
</tr>
<tr>
<td>512</td>
<td>200</td>
<td>16.75</td>
</tr>
<tr>
<td>512</td>
<td>400</td>
<td>15.25</td>
</tr>
<tr>
<td>512</td>
<td>600</td>
<td>15.67</td>
</tr>
</tbody>
</table>

In Table 2, we see that smaller UBM Size has better accuracy, while the best UBM size is 512, the i-vector dimension has different accuracy. On 3 seconds, the 400 dimensions i-vector has better accuracy than the 600 dimensions, while on the 10 seconds dataset, the 600 dimension has better accuracy. Not only smaller UBM Size has better accuracy, but it also has faster training time. And next, the LDA dimension parameter will be tuned, using 512 UBM size and 600 i-vector dimensions, the score is shown on Figure 1.

In Figure 1, it is shown that applying smaller LDA value has better EER score on every segment. Model with 100 LDA has best accuracy with 14.42 EER on 3 sec, 4.444 EER on 10 sec, and 0.833 on 30 sec dataset. Next the model is tuned using the same parameter but using logistic regression as its classifier technique, the result is shown at Table 3.

In Table 3 we see very good score when using logistic regression compared to PLDA. Smaller UBM Size parameter still has big impact on the accuracy when using logistic regression. While the i-vector dimension does not affect the EER score as big as the UBM Size parameter tuning. On the same parameter, it has a much better score than the i-vector model that uses PLDA as its classifier.

After getting a score with the i-vector technique, this study will review the score of the x-vector using PLDA as the classifier using parameters previously described. The results using x-vector technique are written on Table 4.
Spoken language identification using i-vectors, x-vectors, PLDA ... (Ahmad Iqbal Abdurrahman)

At Figure 1, it is shown that applying smaller LDA value has better EER score on every segment. Model with 100 LDA has best accuracy with 14.42 EER on 3 sec, 4.444 EER on 10 sec, and 0.833 on 30 sec dataset. Next the model is tuned using the same parameter but using logistic regression as its classifier technique, the result is shown at Table 3.
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After getting a score with the i-vector technique, this study will review the score of the x-vector using PLDA as the classifier using parameters previously described. The results using x-vector technique are written on Table 4.

In Table 4, 500 max-frame-chunk-size has the best accuracy on 3, 10, and 30s dataset, this means that putting high value on this parameter does not get the accuracy to get better. The num-repeats tuning used 500 as its max-frame-chunk-size. Changing the num-repeats value to higher value will increase the amount of training time for the models, it takes nearly three times longer training time when using 900 num-repeats compared to 300 num-repeats. Next, using the best parameter from the Table 4, the LDA parameter will be tuned for x-vector technique. The results are shown on Figure 2.
Judging from i-vector score using PLDA classifier, x-vector has better accuracy on validation set when using smaller LDA. Getting EER of 10.83 on 3 seconds, 3.056 on 10 seconds, and 0 on 30 seconds. After reviewing x-vector using PLDA classifier, now we will review x-vector performance using logistic regression classifier using the same parameter as PLDA model, the results are shown on Table 5.

Table 5. X-vector parameter score using logistic regression classifier

<table>
<thead>
<tr>
<th>Max-frame-chunk-size</th>
<th>Num-repeats</th>
<th>EER Score using Logistic Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3s</td>
</tr>
<tr>
<td>400</td>
<td>300</td>
<td>15.08</td>
</tr>
<tr>
<td>500</td>
<td>300</td>
<td>14.83</td>
</tr>
<tr>
<td>600</td>
<td>300</td>
<td>15.75</td>
</tr>
<tr>
<td>500</td>
<td>600</td>
<td>8.667</td>
</tr>
<tr>
<td>500</td>
<td>900</td>
<td>9.083</td>
</tr>
</tbody>
</table>

From the score on Table 5, just like i-vector, it is shown that x-vector has better score when using logistic regression as its classifier. In the next section, we compare i-vector and x-vector with PLDA or logistic regression using test set. Parameter used in this section are parameter that has the best score on section before. The results for this comparison are shown on Table 6.

Table 6. Using best parameter on test set

<table>
<thead>
<tr>
<th>Technique</th>
<th>3s</th>
<th>10s</th>
<th>30s</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-Vector + PLDA</td>
<td>13.17</td>
<td>3.333</td>
<td>0</td>
</tr>
<tr>
<td>X-Vector + PLDA</td>
<td>10.5</td>
<td>2.778</td>
<td>0</td>
</tr>
<tr>
<td>I-Vector + LR</td>
<td>6</td>
<td>0.833</td>
<td>0</td>
</tr>
<tr>
<td>X-Vector + LR</td>
<td>7.5</td>
<td>0.833</td>
<td>0</td>
</tr>
</tbody>
</table>

From the Table 6, It can be concluded, i-vector and x-vector has better accuracy when using logistic regression compared to PLDA classifier. But i-vector still has better accuracy than x-vector when using logistic regression as its classifier. Next, we try to get the EER from each language, so we can see how these models perform for each language. The results for each model on each language is shown on Table 7.

Table 7. Models EER score for each language

<table>
<thead>
<tr>
<th>Language</th>
<th>Technique</th>
<th>Jawa 3s</th>
<th>Jawa 10s</th>
<th>Jawa 30s</th>
<th>Sunda 3s</th>
<th>Sunda 10s</th>
<th>Sunda 30s</th>
<th>Minang 3s</th>
<th>Minang 10s</th>
<th>Minang 30s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I-Vector + PLDA</td>
<td>18.75</td>
<td>5.833</td>
<td>0</td>
<td>19.75</td>
<td>3.333</td>
<td>0</td>
<td>0.75</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>X-Vector + PLDA</td>
<td>14.25</td>
<td>4.167</td>
<td>0</td>
<td>16</td>
<td>3.333</td>
<td>0</td>
<td>1.75</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>I-Vector + LR</td>
<td>8</td>
<td>1.667</td>
<td>0</td>
<td>9.25</td>
<td>0.833</td>
<td>0</td>
<td>0.75</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>X-Vector + LR</td>
<td>9.5</td>
<td>0.833</td>
<td>0</td>
<td>11</td>
<td>1.667</td>
<td>0</td>
<td>2</td>
<td>0.833</td>
<td>0</td>
</tr>
</tbody>
</table>
In Table 7 we see Jawa and Sunda language has similar score for each duration, and Minang has the best accuracy from these three languages. While Minang language has so much better EER than the other two languages, this can be caused by Minang recordings are made of several long videos that have been split into 3, 10 and 30 second segments, so that many files have similar recording quality. These models have no problem when classifying language that has long duration like 30 seconds and has very good accuracy when classifying 10 seconds segment. It is still having a bit difficulty when classifying the 3 seconds recording, but x-vector still has the edge over i-vector when classifying the short recordings while using PLDA as its classification technique.

4. CONCLUSION

In this paper, we compared i-vector and x-vector for automatic language identification system in Kaldi to get which parameter has better accuracy for each technique and which feature extraction techniques perform better using PLDA or LR method as its classifier. The features were extracted from audio recording to form a training set using i-vector and x-vector technique and using PLDA or logistic regression technique to identify the language spoken. X-vector has the best score in every segment using PLDA classifier. But i-vector still has better accuracy compared to x-vector when using logistic regression as its classifier. When using i-vector and x-vector, it is shown that logistic regression please change more detailshas performed better than PLDA as classifier. This experiment shows that using LR as classifier was a good decision to help x-vector performs better. Our suggestion for the future research is, to get more recording duration and variation for Minang language, trying other acoustic feature such as bottleneck feature, using other classifier methods or combining them, and getting other local language to be classified.
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