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ABSTRACT
At the end of 2019, a new virus called coronavirus has globally spread causing severe effects. In this paper, an artificial intelligence (AI) method is proposed to predict numbers of death and confirmed coronavirus cases. Efficient machine learning (ML) network named the bayesian regularization backpropagation (BRB) is employed. It can estimates numbers of death and confirmed cases from applied population density and date. So, the BRB uses the population density, month and day as inputs, and predicts the new cases per million and new deaths per million as outputs. The network was trained and assessed by using a daily coronavirus recorded dataset known as the our world in data (OWID). The considered dates here are from the 31st of December 2019 to the 13th of October 2020. Furthermore, recorded information from countries over all world are employed. The obtained results provided a good promising performance with a testing mean absolute error (MAE) equal to 0.0218.
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1. INTRODUCTION
Coronavirus has firstly started in China, more specifically in Wuhan. It is being a pandemic or global epidemic. The international committee on classifying the viruses named it as coronavirus disease 2019 (COVID-19) [1]-[3]. Its effectiveness may range between middle and severe and in some cases it can be fatal. The symptoms of coronavirus are usually fever, cough and breath difficulty. Some human infection is experiencing non-respiratory symptoms. Other people have almost no symptoms. Moreover, the new coronavirus is the seventh virus that characterized as being the main reason for respiratory infection [4], [5].

Coronavirus is also characterized for pulmonary infections among people. The efforts of international health and governments have focused on speeding the diagnosis. In addition of searching for treats, which is able to face the severe effects of the disease. However, efficient treats still do not exist [6]. Since coronavirus is appeared on the 12th of December 2019, it caused 2,794 laboratory-confirmed infections which contain 80 death cases by the 26th of January 2020. It killed more than 1800 and infected over 70,000 persons through 50 days of existing the disease [7].

Coronavirus protein works infection of targeted cells that hold the specific receptor. The protein of SARS-CoV type I trans membrane glycoprotein containing putative S1 and S2 ranges binds to angiotensin-converting enzyme 2 (ACE2), a functional cell receptor, with high affinity [8]. It seems that it is necessary to establish a method for estimating the number of deaths and confirmed cases. In this work, an efficient network called the bayesian regularization backpropagation (BRB) is utilized for this issue. The rest sections are organized as: section 2 reviews the previous studies, section 3 explains the theoretical concept of the BRB network, section 4 provides the implementation results and section 5 declares the conclusion.
2. LITERATURE REVIEW

Many studies that consider various related subjects especially regarding the machine learning have been provided as in [9]-[17]. Other work that are related to COVID-19 can be reviewed as:

Moua et al. [18] summarized the interfering characteristics of Hydroxychloroquine (HCQ) for strong human immunity against the growing of COVID-19. The authors supposed that the therapeutic efficiency of the HCQ can be enhanced by the concurrent management of zinc sulfate. Then, it can prevent spreading the virus inside biological cells. Riou and Althaus analyzed the 2019 novel coronavirus (2019-nCoV). It was suggested that the early pattern of person-to-person transmission of 2019-ncov memorizes the virus of severe acute respiratory syndrome-associated coronavirus (SARS-CoV) in 2002. It was also approved that the international coordination will be very important to prevent the spreading of 2019-nCoV [19].

Lu et al. [20] investigated the 2019-nCoV by analyzing its genome sequences. Samples from nine patients were collected, eight of them had visited markets in Wuhan. Sanger sequencing was used to get the full-length of genomes. The terminal regions were determined by quickly amplifying the ends of deoxyribonucleic acid (DNA). Chan et al. [21] worked on genetic sequences of the 2019-nCoV. Information were collected for the clinical, laboratory, epidemiological microbiological, radiological and results of five patients from a same family group. They infected by unexplained pneumonia after coming back to Shenzhen in China after visiting Wuhan. Furthermore, a member from additional family who did not travel to Wuhan was considered too.

Gorbalenya et al. [2] enhanced the understanding of virus-host interactions in a changing environment and improved the readiness for outbreaks in future. The authors presented an evaluation of the 2019-nCoV and explained the basis of renaming this virus to severe acute respiratory syndrome-associated coronavirus 2 (SARS-CoV-2). Chan et al. [22] provided base results for initializing additional coronavirus studies on the pathogenesis. In addition of improving the design of diagnostic, antiviral and vaccination approaches for this emerging infection.

Jin et al. [23] organized guidelines for the rapid advice of the diagnosis and treatment of 2019-nCoV. The first-hand management information were added for the Zhongnan hospital of Wuhan University. This work contains guidelines for the ways, epidemiological features, disease, checking and population prevention, control, treatment, and diagnosis. A whole operation for a good treatment was provided for the infection of 2019-nCoV. The guidelines can possibly be used by the first frontline people in hospitals such as managers, doctors and nurses. From the literature it can be observed that various studies were established for coronavirus. Furthermore, working on any version of this virus in any direction can be considered as a hot topic. As mentioned, this study is proposed for predicting death and confirmed cases of the COVID-19.

3. THEORETICAL CONCEPT OF PROPOSED NETWORK

First of all, the proposed BRB is based on Backpropagation that is trained according to Byesian regularization. The key idea is that Bayesian regularization has the capability to minimize the linear combination between squared errors and weights [24]. The general block diagram of Byesian inference is given in Figure 1.

This figure demonstrates the scientific operation of Byesian inference with collected and modeled data. In particular, this operation can be employed for pattern interpolation, learning, classification. Bayes rule is basically applied for the only two double-framed blocks as they include the inference. Bayes does not tell you how to invent models, for example. The first block is for the goal of inferring where the model parameters may be given. Bayes can be utilized to explore the most appropriate parameter values [25]. The weights in a Bayesian network are randomly given at first. Then, the density function can be adjusted for the weights in the train based on the Bayes rule [26]:

$$P(w|D,\alpha,\beta,M) = \frac{P(D|w,\beta,M)P(w|\alpha,M)}{P(D|\alpha,\beta,M)}$$

(1)

Where $P(w|D,\alpha,\beta,M)$ is the density function, $D$ is the input data set, $\alpha$ and $\beta$ are objective function parameters, $M$ is the employed neural network model, and $w$ is the network weights vector. In (1) is explained in [25] as:

$$Posterior = \frac{Likelihood \times Prior}{Evidence}$$

(2)

It seems that $Posterior$ is equivalent to $P(w|D,\alpha,\beta,M)$, $Likelihood$ is equivalent to $P(D|w,\beta,M)$, $Prior$ is equivalent to $P(w|\alpha,M)$ and $Evidence$ is equivalent to $P(D|\alpha,\beta,M)$. Moreover, information about the Backpropagation neural network are well known. It basically consists of three training stages: feedforward...
inputs to outputs, backpropagation the calculated errors and updating the biases and weights. Whereas, the testing stage only involves the feedforward inputs to outputs after applying the obtained biases and weights from the train step. Such Backpropagation information are exploited in [27]-[33].

The specifications of our BRB network are as follows: it has three inputs (population density, month and day), one hidden layer with two hidden nodes, transfer functions of type binary sigmoid, two outputs (new cases per million and new deaths per million), recorded information from countries over all world, starting date of 31/12/2019 and ending date of 13/10/2020. The proposed architecture of the BRB neural network as shown in Figure 2. This network exploits in (1, 2) with the backpropagation algorithm, as mentioned. For more information, an example with a case study of similar network type can be discovered in [30].
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Figure 1. The general block diagram of Bayesian inference as shown in [25]
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Figure 2. The proposed architecture of the BRB neural network

4. IMPLEMENTATION RESULTS

Coronavirus database is acquired from our world in data (OWID). It has different information from all world. Examples of these information are: positive rate, tests per case, new tests smoothed per thousand, new tests smoothed, new tests per thousand, total tests per thousand, total tests, new tests, new deaths smoothed per million, new deaths per million, total deaths per million, new cases smoothed per million, new cases per million, total cases per million, new deaths smoothed, new deaths, total deaths, new cases smoothed, new cases, total cases and date [31].

As mentioned, recorded data for countries from all world are considered in this study. The concentrated dates are for the period from 31/12/2019 to 13/10/2020. Five types of information are employed, these are the population density, month, day, new cases per million and new deaths per million. Moreover, the
proposed BRB has been trained for the odd-ordered information and tested for the even-ordered information. For avoiding the BRB over-loads, the values of inputs and outputs are decreased/normalized. Total of 5945 pairs of inputs and targets are used in the training stage. Similarly, total of 5945 pairs of inputs and outputs are used in the testing stage. Figures 3 and 4 shows training curves of the suggested BRB network.

![Figure 3. Main training curve for the suggested BRB network](image)

![Figure 4. Training curves for different BRB network parameters](image)

It can be noted from Figure 3 that the training curve is quickly degraded to such small mean square error (MSE) value of approximately equal to $8 \times 10^{-4}$. Furthermore, training curves for different BRB network factors in Figure 4 demonstrates how they could attained acceptable values at the end of learning. That is, the factors of gradient, mu and number of parameters are observed during the training stage. They almost show successful progressing. They also almost achieve acceptable values of gradient=$2.446 \times 10^{-3}$, mu=0.1 and number of parameters=10.55 at the end of learning. As a result of training, it can be yield that it is quick and successful for the employed data values of the strong pandemic of coronavirus. It is worth mentioning that the...
suggested BRB network is very fast as it required 9 epochs to achieve its goal, this can be justified by the training facilities of this network as well as the form of training information. As far as the training information are appropriately distributed, the BRB has the ability to reach its goal with a significant low number of epochs. The implementation can be explained and justified according to the testing stage. A testing error of the mean absolute error (MAE) is considered between the outputs and targets, it reports a promising MAE value equal to $2 \times 10^{-2}$. This error value justifies how the obtained outputs are close to the desired targets, which explains how the suggested BRB network has the ability to successfully be implemented and employed. Especially, recorded data from countries over all world are exploited in this study and total of 5945 pairs of inputs and outputs are evaluated, this can add more significant performance to the suggested approach. So, it can be illustrated that the obtained MAE in the testing stage is such interested and promised.

5. CONCLUSION

This paper provided an approach for predicting death and confirmed cases of a current pandemic named coronavirus. The approach was based on the BRB technique. It is a type of neural network that has the ability to train and test groups of data according to Backpropagation algorithm and Byesian regularization. It has three inputs of population density, month, and day and two outputs of new cases per million and new deaths per million. In addition to one hidden layer of nodes. A big number of data was used for recorded values over all world (5945×2 pairs of inputs and targets). The results yielded promising and interesting performance (MAE=2\times10^{-2}) which can be exploited for making preparations to save vulnerable incidents.
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