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ABSTRACT

The adoption of Bluetooth beacon technology demonstrates a broad interest in indoor positioning technology because of its low cost and ease of use. Bluetooth beacons usually have an accuracy of fewer than 4 meters. The use of machine learning (ML) leads to results with greater accuracy compared to using traditional filtering methods. In this paper, we provide indoor localization based on Bluetooth beacons using several different ML techniques. We used ML algorithms to locate customers’ devices in shopping malls. The extra-trees classifier and k-neighbors classifier found the device with greater than 90% accuracy. Other algorithms were able to determine the location with less accuracy. The results also showed that Bluetooth technology is a valid solution to find the data used to analyze the spatial-temporal behavior of individuals.
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1. INTRODUCTION

Indoor positioning methods are in great demand nowadays for accurate positioning [1]. The signals from the global positioning system (GPS) cannot accurately determine indoor locations. Because walls greatly impede signal strength, making it impossible for them to pass through tall buildings and move within structures. Indoor location can be determined through the development of indoor positioning technologies, such as radio frequency identification (RFID), wireless accuracy (WiFi), and Bluetooth [2]. The indoor positioning system helps determine information about the movement patterns of customers. It also offers advanced customer service, such as the most visited places for shoppers in the mall and the reorganization of public facilities [3].

Market visitors can be dealt with by a device that works on Bluetooth and WiFi instead of a guide. These technologies are the most widely used because of their low cost and high accuracy, and they are used in all smartphones. We use Bluetooth-compatible devices because of their generally small size, low battery consumption, and low cost. This is done by sending a globally unique identifier and then picking it up by a compatible application or operating system. Received signal strength indication (RSSI) measurements represent the relative quality of a received signal on a device. After accounting for potential antenna and cable level losses, the RSSI shows the power level received. The stronger the signal, the higher the RSSI value. The number that is nearer to zero when measured in negative numbers typically indicates a better signal. The position calculation is based on RSSI values [4].
The effectiveness of the indoor location system requires important things, including permanent and accurate identification of the location of the user, rapid identification of the site; and the ability to adapt to a changing and difficult environment [5]. The development of artificial intelligence algorithms has increased the handling of machine learning (ML) techniques. It also led to the growth of data to enhance the quality and effectiveness of services provided to customers in malls [6]. ML algorithms can be used to classify data into different categories or predict regressions with a continuous variable [7].

iBeacon devices communicate with smart devices to send wireless signals. Each iBeacon device has a unique identifier that represents a store. It automatically saves customer data, including a unique identifier and time data. This information can track the customer’s path in the shopping center [8]. This is to understand customers’ pain points. They can shift the focus to their needs, allowing them to create more effective and satisfying experiences. To solve the problem of finding a user’s location using Bluetooth RSSI values, ML techniques are used to enhance the accuracy of the patriot. This is because RSSI values are unstable even within the same distance owing to the influence of elements in the surrounding environment such as weather, humidity, physical barriers, and interference from other signals.

In our research, ML models quantitatively use the available datasets as test datasets. Each site is classified based on its proximity to the access point. The ML model also predicts the location in the test data set. The distance between the device's initial location and the particular device is the basis for studies in other papers. In our study, we label the locations and then use several ML-based methods to train the models to classify and discover the locations [9]. We also analyzed and compared the performance of 6 individual predictors using ML algorithms in indoor localization features. Then they evaluated model performance by measures of accuracy, precision, and recall in ML.

Currently, a different set of works that depend on ML approaches for indoor localization of websites have been presented. Therefore, it determines indoor locations using collaborative positioning techniques, which rely on the exchange of information between different users and/or devices to improve the overall situation of the system. There are different algorithms used to achieve positionings, such as fingerprints, multilaterals, or triangulations. Other systems exist based on wireless signals, and optical or magnetic solutions [10]. The researchers used the fingerprint as a method of positioning by analyzing different algorithms and techniques. The wide variety of mistakes that result in the heterogeneity of devices and the complexity of environmental variables present one of the biggest obstacles in indoor positioning [11].

Firdaus et al. [12] decreased k-nearest neighbor (KNN) search’s computational tim. So when the value of k in KNN is greater, the computation time increases, especially when using the Cityblock and Minkowski space functions. According to Handjojo et al. [13], visitors can find out where they are in the museum and how long they have spent there. Internal GPS using BLE signals is used for this mapping. The exhibit room has BLE beacons placed at specific locations. The program that the museum visitor has loaded on their phone picks up the signals from the beacons. Research by Duong et al. [14], use the triangulation method and Kalman filter provided by the program to determine the locations of visitors. Also, use the BLE beacon to increase the accuracy of the internal GPS, which uses triangulation.

To precisely measure the distance, the suggested method uses the RSSI range (higher than 70 dB, which is equivalent to a distance of fewer than 3 meters). Communicating the predicted position of the tripods to dependable circuits improves positioning accuracy. Additionally, the four beacons' combined power is employed for a more precise location. By utilizing the suggested algorithm and basing their research on two well-known AP devices, Mosleh et al. [15] looked into localization. Several receiving points have been deployed around the floor of the entire room for testing and measuring the RSS signal.

To address the shortcomings of the RF-wireless communication standards, Lokanatha et al. [16] devised a digital HBC transceiver (TR) hardware architecture that adheres to the IEEE 802.15.6 standard. A frequency-selective digital transmission system is used in the design. Through the use of various field programmable gate array (FPGA) families, the design resources are examined. Muharam et al. [17] focused on the length of the training period. The fixed target parameter (FTP) and shifting target parameter techniques are used throughout the training phase (MTP). MTP was 5 seconds faster than FTP in terms of the time needed to obtain RSSI data from each reference node. The beacon-based campus management system is intended to be built using the layered architecture by Dong et al. [18]. The suggested architecture makes use of Bluetooth low energy 4.0 beacon technology, which enables data sharing through Bluetooth at very low power consumption—using just one coin cell battery can last for years.

The goal of this study is to provide an accurate and compared assessment of indoor localization utilizing a variety of ML models in a novel and distinctive manner, building on prior research. After collecting the data in a specific location using smartphones. The results are analyzed and compared to determine the best performing and most accurate algorithm based on the distance and RSSI values, although they are different. This paper tries to introduce what is different than other research studies. We propose a positioning algorithm for an indoor positioning system using Bluetooth and ML. We compared the
performance in terms of the mean of error and evaluated model performance by measures of accuracy, precision, and recall in ML.

2. THE PROPOSED METHOD

The major objective of the suggested model for indoor positioning is to gather information about the parameters involved in indoor positioning, such as distance and position, using this information to train the model. The chart below shows the proposed model for Bluetooth beacons-based indoor positioning in Shopping Malls using several ML algorithms. The suggested indoor positioning system is made up of three main parts. The beacon RSSI values that mobile devices have received are first collected by a data collecting module. The filter algorithm corrects the data after that, and a data processing module uses the filtered findings to apply a positioning method [19]. The data management module, which is the third main component, stores and manages the data processing results in a database. In Figure 1, the suggested indoor positioning system is displayed.

![Diagram of the proposed indoor positioning system](image)

**2.1. Data collection module**

From the user's mobile device, the data collection module gathers a variety of data. A mobile application on the user's device uses Bluetooth connectivity to gather data from a beacon and deliver it to the indoor positioning system's data collection module. The message authentication code (MAC) value of the device and the beacon's identifier are transmitted to the data acquisition module via the mobile application during communication with the mobile device.

**2.2. Data processing module**

The RSSI data obtained from the data acquisition module is corrected by the data processing module using a filtering technique to limit the error range. This module determines the distance between each beacon and the mobile device using the RSSI data of the beacons that were gathered by corresponding with those devices in the collection module. It then uses those distances to determine the position of the user in the interior space.

**2.3. Data management module**

After the data processing module has examined the information gathered by the acquisition module, the data management module determines the location of a user's mobile device and handles various data needed by the indoor positioning system. The following system stages serve as the foundation for ML algorithms: the first stage involves preprocessing all of the data in a set to categorize it using ML classifiers; the second stage involves classifying the data, and the third stage involves using ML algorithms and determining results [20]. As a result, ML approaches are used in a variety of sectors, including marketing, medicine, and so on. Classification and regression problems can both benefit from ML algorithms. Indoor location classification techniques are the best choice for predicting discrete data.

Several KNN, RFC, extra trees classifiers (ETC), SVM, gradient boosting classifiers (GBC), and decision trees (DT) algorithms have been chosen. This is due to the fact that they are employed with
continuous variables that are assumed to be feature-independent. Different input properties can predict one or more output values. Because of the large amount of data that we will train and with the presence of notes more than features, low bias/high variance techniques such as KNN, DT, or SVM were also used. These algorithms, which accept a longer time to train than other times to train, can also achieve high accuracy. A brief description of the categorization algorithms used in this work is provided:

2.3.1. K-neighbors classifier

The principle of K-neighbors classification (KNC) is to locate a predetermined number, i.e., the k of training samples that are closest in distance to a fresh sample that needs to be classified. The new sample’s label will be determined by its neighbors. User-defined constants control how many neighbors must be determined in KNN classifiers [15]. Based on point density, radius-based neighbor learning algorithms have a variable number of neighbors; all samples within a defined radius have a variable number of neighbors. An important ML algorithm is the KNN algorithm. It has excelled in numerous applications for regression and classification [21].

a. Decision tree

DT are a common ML approach that creates a tree-like structure to represent decisions. They’re created using measurements like gene impurity and information to create a top-down framework. Both classification and regression problems are modeled using DT [22]. The DT is simple, but it over-splits into traits and learns with the training data critically. To avoid this, they are usually trimmed to stop them from becoming any larger.

b. Random forest classifier (RFC)

Random forests (RF) are a type of ensemble learning method for classification, regression, and other problems that work by building a large number of DT during training [23]. Regression and classification are only two of the many issues that can be solved using the potent ML method known as RF. Because RF model uses an ensemble technique, it is composed of numerous tiny DT, or estimators, each of which generates its own predictions. Scikit-learn uses averaging for higher accuracy and over-fitting management rather than asking each tree classifier to vote for a label. The averaging strategy does not alleviate bias in the classifier’s output, but it can provide lower variance than a DT classifier [24].

c. Extra trees classifier

ETC and FC are two ways of grouping that are extremely similar. However, there is a difference. The ETC uses the entire original sample, whereas the RFC uses bootstrap replicas, which means it subsamples the input data with replacement [25]. There is an optional parameter in the Extra Trees sklearn implementation that allows users to bootstrap replicas, but it defaults to using the whole input sample. Because bootstrapping diversifies the data, this may increase variance. Another distinction is the use of cut points for splitting nodes. The optimum split is determined by the RFC, whereas the ETC chooses it at random. The two methods evaluate the best among the subset of features after choosing the split points [26].

d. Support vector machine classifier (SVM)

SVMs are supervised learning models and their corresponding learning algorithms are used in ML for regression and classification analyses. A SVM training method, a non-probabilistic binary linear classifier, creates a model that categorizes fresh data measurements into one of two groups [27].

e. Gradient boosting classifier

A group of ML techniques known as GBC combine numerous weak learning models to create a powerful predictive model. DT are frequently used for gradient enhancement. In order to carefully identify the ideal arrangement of trees, the gradient boosting method sequentially produces basic models from a weighted version of the training data. The goal of each basis model addition phase is to fix the errors created by the preceding base models. Consequently, the gradient boosting approach has the potential to deliver forecasts that are more precise [28].

3. METHOD

The method for indoor positioning was studied and applied to collect RSSI values and location coordinates (x, y) from stationary signals. The selected models were tested and compared based on their performance using performance measures. In this study, we address the indoor positioning problem of smartphones using Bluetooth signal localization as a classification problem.

3.1. Dataset

In our suggested approach, we used Bluetooth beacons to predict the indoor position using smartphones. Data collection from multiple access points (AP) on the building’s floor was the initial phase. 3 Kontakt Bluetooth beacons are mounted in a 2.74 m wide×4.38 m long (width×length) area of the building.
The 3 beacons are transmitting at a transmit power of -12 dbm. A Sony Xperia E3 smartphone with Bluetooth turned on is used as a receiver to record the data. Recordings are done in several positions in the building of an interval of 30-60 seconds in the same position. The dataset generated after data collection contains several signal strengths at different locations. Comma-separated values (CSV) format has been used to transform the data. Initially, CSV files had characteristics like (distance a, distance b, distance c, position X, position Y, date, and time). Figure 2 shows the location of the Bluetooth and the structure of the building.

![Figure 2. Location of the Bluetooth and the structure of the building](image)

### 3.2. Data preprocessing

Preparing (cleaning and arranging) raw data in order to make it suitable for creating and training ML models is known as data preprocessing in ML. The dataset is filtered to remove noise using the running average, and if there is no RSSI value in between, the filter inserts the lowest possible RSSI value into that vacancy. The dataset is also checked for null values, which are replaced by the lowest possible value or the above value in the data row [29]. Table 1 shows an example of the dataset. It is a sample of how observations were collected.

<table>
<thead>
<tr>
<th>Distance A</th>
<th>Distance B</th>
<th>Distance C</th>
<th>Position X</th>
<th>Position Y</th>
<th>Date</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.877462</td>
<td>0.768608</td>
<td>1.457214</td>
<td>122</td>
<td>180</td>
<td>Feb 09 2017</td>
<td>12:20:22</td>
</tr>
<tr>
<td>1.201608</td>
<td>1.03122821</td>
<td>1.893498</td>
<td>122</td>
<td>180</td>
<td>Feb 09 2017</td>
<td>12:20:23</td>
</tr>
<tr>
<td>1.614344</td>
<td>1.098873</td>
<td>2.112560</td>
<td>122</td>
<td>180</td>
<td>Feb 09 2017</td>
<td>12:20:24</td>
</tr>
<tr>
<td>1.513634</td>
<td>1.135640</td>
<td>2.296293</td>
<td>122</td>
<td>180</td>
<td>Feb 09 2017</td>
<td>12:20:28</td>
</tr>
<tr>
<td>1.517499</td>
<td>1.148356</td>
<td>2.388172</td>
<td>122</td>
<td>180</td>
<td>Feb 09 2017</td>
<td>12:20:29</td>
</tr>
<tr>
<td>1.489097</td>
<td>1.163176</td>
<td>2.498214</td>
<td>122</td>
<td>180</td>
<td>Feb 09 2017</td>
<td>12:20:31</td>
</tr>
<tr>
<td>1.533095</td>
<td>1.174496</td>
<td>0.000000</td>
<td>122</td>
<td>180</td>
<td>Feb 09 2017</td>
<td>12:20:32</td>
</tr>
</tbody>
</table>

Fields:
- The distance in meters between beacon A and the device is calculated by using the RSSI of this Bluetooth beacon. (Distance A)
- The distance in meters between beacon B and the device is calculated by using the RSSI of this Bluetooth beacon. (Distance B)
- The distance in meters between beacon C and the device is calculated by using the RSSI of this Bluetooth beacon. (Distance C)
- X coordinate in centimeters rounded to the nearest centimeter measured using a measuring tape with +/-1 cm accuracy. (Position X)
- Y coordinate in centimeters rounded to the nearest centimeter measured using a measuring tape with +/-1 cm accuracy. (Position Y)

Figure 3 depicts the suggested categorization system's workflow. In most cases, one selects a portion of the pertinent population for which values of the target attribute are known or, if necessary, creates the data. The choice of a ML algorithm that will be utilized to suit the intended target number happens concurrently.
with this process. The majority of the effort entails creating, locating, and cleaning the data to make sure it is accurate, consistent. The second step is to determine how to map the system's properties—the model's input—in a form that is appropriate for the algorithm of choice. This entails converting the raw data into specific properties that will serve as algorithmic inputs. Once this procedure is complete, the model is trained by maximizing performance, which is often gauged using a cost function of some kind. Typically, this includes modifying the hyperparameters that regulate the model's training procedure, internal structure, and characteristics. The data are divided up into different sets. To optimize the hyperparameters, a validation dataset that is distinct from the test and training sets should be employed.

Even graphs are produced when conventional graphs are extrapolated to larger dimensional data sets. Exploring correlations between multidimensional data sets with this is helpful. Principal component analysis is a linear dimensionality reduction technique that we have used to extract data from a high-dimensional space by projecting it into a low-dimensional subspace (PCA). Given that the data includes a lot of features and ML algorithm learning is quite slow, you can use this to reduce the training and testing times for ML algorithms. Figure 4 displays the main component analysis using Scikit-Learn.
A training set comprising 80% of the dataset and a testing set comprising 20% were then created. Although a dataset can be split into a variety of ratios, the experiment used the fairest splitting suggested for a small dataset [30]. Figure 5 displays data visualization in 3D. In order to create a better and more accurate data representation, it was created using a three-dimensional chart.

![Figure 5. 3D plotting of data visualization](image)

### 4. RESULTS AND DISCUSSION

#### 4.1. Results

Although distance and RSSI values are varied, the experiment's results were examined and contrasted to identify the top-performing algorithm. Therefore, processing them separately and coordinating
them is the ideal approach. Distance, (X, Y) coordinates, and RSSI values are examples of independent variables. An Intel i3-9100 with 16 GB of RAM and an LGA 1151 card served as the test PC. Six models built on KNN, RFC, ETC, SVM, GBC, and DT were trained. We delivered testing data sets for prediction to each of the six ML models.

A confusion matrix is a technique for summarizing and describing the performance of classification algorithms on a set of test data for which the true values are known [31]. The accuracy of classification is sometimes misleading due to the difference in the number of observations in each category or the multiplicity of categories in the data set [32]. In our work, we evaluated model performance by measures of accuracy, precision, and recall in ML. In this experiment, we used six algorithms, and the goal is to better predict where people are:

- The easiest performance metric to understand is accuracy, which is just the proportion of properly predicted observations to all observations. It is a great metric but only when we have similar data sets where the values of false positives and false negatives are nearly the same [33]. Therefore, we have to look at other parameters to evaluate the performance of the proposed model.
- Precision is the ratio of correctly predicted positive observations to the total predicted positive observations. High accuracy is related to low false positive rate i.e., how many correct places are actually?
- Recall is the ratio of correctly predicted positive observations to the all observations in actual class.

The detection rate of each model based on the testing dataset and performance comparison of models can be seen in Table 2. Through the histogramme, ETC is an efficient algorithm capable of detecting the location of the device with a detection rate of 95.63%. The prediction performance when using different Models is in the Figure 6. The ETC algorithm made more accurate predictions in most shopping malls than other algorithms.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNC</td>
<td>92.24</td>
<td>91.31</td>
<td>91.20</td>
</tr>
<tr>
<td>RFC</td>
<td>88.66</td>
<td>88.02</td>
<td>87.90</td>
</tr>
<tr>
<td>ETC</td>
<td>95.63</td>
<td>94.85</td>
<td>94.80</td>
</tr>
<tr>
<td>SVC</td>
<td>82.63</td>
<td>81.55</td>
<td>81.55</td>
</tr>
<tr>
<td>GBC</td>
<td>89.96</td>
<td>89.60</td>
<td>89.51</td>
</tr>
<tr>
<td>DT</td>
<td>87.96</td>
<td>87.91</td>
<td>87.88</td>
</tr>
</tbody>
</table>

Figure 6. Prediction performance when using different models

We notice that the six algorithms in particular were able to accurately identify the majority of the locations based on the experiments done and the results attained. Microsites that have been sampled can also be found using ETC. The training of the data preparation models has been highly successful.
ETC outperforms KNN, GBC, RFC, and DT because it takes in more information based on the distance from the internet connection stage. Note that SVM performs worst because it needs more test samples for accurate localization. Using the SVM classifier is one of the weakest classification results because it has superior performance capability with small training sample sizes. The comparison experiment found that it is able to predict the location of the device with the best level of accuracy using detection rate as well as classification matrix. As shown in Table 2 and Figure 6.

4.2. Discussion

It’s necessary to develop a localization system that can achieve high levels of precision in building-scale real-world environments while leveraging low-cost and widely available technologies like smartphones and Bluetooth devices. We created a dataset with values from Bluetooth RSSI and a training model to predict the distance from a specific beacon [34]. Numerous factors contribute to the ETC algorithm's exceptional performance. However, the fact that Bluetooth Beacons do not substantially rely on any particular set of capabilities is the main factor in the performance improvement of Bluetooth Beacons. Excellent results are obtained when the data collection process includes a large number of features. Excellent results are obtained when the considered methods need further improvements to reduce the required resources. Given the high computational requirements of ML algorithms, the experimental results showed the necessity of a sophisticated path loss model for RSSI-based distance estimation. In general, proximity accuracy can be greatly improved by filtering technical elements. The experimental results showed a significant improvement over the homogeneous results, achieving a convergence error range up to a few distances from the receiver. BLE signals are a promising solution because they are inexpensive, easy to deploy, and have low power requirements [35].

Wireless devices that operate in the radio spectrum now have the potential to interfere with BLE beacons’ signals. It will be necessary to investigate performance over a longer period of time and to include additional users and places in the research [36]. By minimizing signals that could contribute to an incorrect prediction, we were able to anticipate a user’s location with greater accuracy. Low signal strength may also help to extend the battery life of the beacons. Testing our model in a bigger area with a more complicated environment and more Bluetooth signals is one of our work’s limitations. Our system could be expanded by including an additional stage as one potential means of enhancing scalability.

5. CONCLUSION

In this work, we analyzed and compared the performances of 6 individual predictors using ML algorithms in indoor localization features to characterize places on earth. We have validated the performance of the system using Bluetooth on smartphones. We find that the six algorithms were able to accurately identify the majority of the locations. The ETC model based on Bluetooth beacons gave us the most accurate places based on the results of the experiments. Although we do good processing of the data, the ML algorithms require a lot of improvement because of the complex computations. In the future, we will improve the data collection validation procedure and combine this work with an indoor tracking system to locate individuals with excellent accuracy. This gives us better results for the algorithm to keep track of anything needed indoors. We also plan to expand the range of the experiment to include multiple floors and define AP to increase accuracy. Our plan also includes working on a method for determining the access point, which can increase the accuracy of indoor localization.

REFERENCES


BIOGRAPHIES OF AUTHORS

Kamel Maaloul obtained an engineer in computer media from Skikda University, Skikda, Algeria in 2004, and a master’s in artificial intelligence from El-Oued University, El-Oued, Algeria in 2017. He is currently a PhD student at El-Oued University, El-Oued, Algeria. And a principal engineer in computer media at El-Oued University, El-Oued, Algeria. He can be contacted at email: maaloul-kamel@univ-eloued.dz.

Brahim Lejdel is a full Professor in the Faculty of Exact Sciences, University of EL-Oued (Algeria). He has held a Magister Degree in Computer Science from University of Ouargla since 2009. He held his PhD in computer science in 2015. He is the author of more than 120 published articles in refereed journals and International Conferences. He publishes four books in his research domain. He is the chair of many international conferences. He works as an invited editor, reviewer, and others in many journals and conferences. He is the supervisor of many students in computer science in license, master and doctorate. He can be contacted at email: lejdel.brahim@gmail.com.

Eliseo Clementini is an associate professor of computer science at the Department of Industrial and Information Engineering and Economics of the University of L’Aquila (Italy). He received a M.Eng. in Electronics Engineering from University of L’Aquila in 1990 and a Ph.D. in Computer Science from University of Lyon (France) in 2009. He has been a visiting professor at the National Center for Geographic Information and Analysis of the University of Maine, at the Department of Geography and Geomatics of the University of Glasgow, at the Department of Geography of the University of Liege, and at the Department of Geodesy and Geoinformation of Vienna University of Technology. His research interests are mainly in the fields of spatial databases and geographical information science. He contributed to open geospatial consortium (OGC) recommendations and ISO/TC 211 standard. He has been an invited speaker in various international symposia. He is in the editorial board of the ISPRS International Journal of Geo-Information and is a member of the program committee of main international GIS conferences. He can be contacted at email: eliseo.clementini@univaq.it.

Nedioui Med Abdelhamid is an associate Professor in the Faculty of Exact Sciences, University of EL-Oued (Algeria). He has held a Magister Degree in Computer Science from University of Biskra since 2015. He held his PhD in computer science in 2021. He can be contacted at email: nedioui3904@gmail.com.