The software requirements process for designing a microcontroller-based voice-controlled system
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ABSTRACT

Smartphones of today are capable of controlling motors, music systems, and lighting. This project's objective is to construct a robot car for the elderly and disabled that is based on the Arduino platform. Voice instructions can be used to wirelessly control the robotic car that the user is riding. The robot is able to move to the left and right, as well as forward and backward, and it can also stop. The voice-controlled robot vehicle built using Arduino and operated by an HC-05 module is connected to Bluetooth. The exact spoken commands are sent to the robot through the phone via an application that runs on android. The Arduino, which is in charge of controlling the robotic automobile, gets commands through a Bluetooth transceiver module, which then relays them to the Arduino. The hardware consists of an android phone, an android-powered motor drive, an Arduino, and Bluetooth. This system was developed with the help of Arduino C and the android-meets-robot framework. The primary goals of this piece of writing are to gain an understanding of how to create the criteria for a voice-controlled system that is based on Arduino.
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1. INTRODUCTION

The unexpected surge in the usage of robots and automation provides a lot of benefits, and the fact that this has attracted the attention of both academic research and commercial enterprises is a testament to the importance of this development. There have been a lot of successful outcomes that have come about as a result of people researching new and innovative approaches to controlling robots and coming up with a lot of new and varied ways to control the movement of robots [1]-[4]. One of the more recent approaches to directing a robot is through the use of verbal engagement as a control method. Previous research on voice-controlled robots reveals that their designs were complex, and none of them were able to communicate with people, which is something that has not happened yet.

Even though robots are meant to get along with their humans, this hasn't been the case thus far. Voice control of robots is possible, but it's not particularly effective [5]-[7]. Saving money and power while still getting the job done is now achievable thanks to advancements in technology. Today's smartphones are more powerful, with quicker processors, more storage capacity, more entertainment options, and more ways to interact. In addition to data transfer, Bluetooth can be utilized to offer new functionality to smartphones [8]-[12]. Smart phones use Bluetooth technology developed by Ericsson in 1994, which demonstrates its usefulness. Digital technology is now used both at home and at work, leading to a shift away from wired...
digital devices [13]-[16]. Up to seven Bluetooth modules can be connected to a host device simultaneously through a single link [16]-[18]. Combining twelve physical components, programming languages, and software creates an even better product. Anybody can utilize Arduino, which is a free and open-source electronics platform comprised of both hardware and software, to create interactive projects [19].

Various works are linked. The audio system needs users to be physically impaired. The command is provided through Bluetooth-enabled mobile phone and translated into a string using Arduino's BT voice control before being transmitted to the SR-04 Bluetooth module or wheelchair control Arduino board. This strategy saves money and time for physically challenged patients who use wheelchairs [20]-[22]. The recommended solution makes it easier to operate equipment in multiple rooms from a single place. They utilized Kinect V2 to construct this prototype using voice control. The Kinect V2 detected voices. The computer was then taught to understand oral instructions. Arduino and light bulbs were used to create a fake kitchen or bathroom. We ran tests to assess how well our system functioned. In this case, the Kinect sensor and the user are at least 4 meters away and the noise level is 53 dB more than 95% of the time. The suggested technique may be used with a Kinect V2 to control products with your voice [23]-[25].

Another project is voice-controlled smart lighting. Arduino Uno is used. This will save you time and simplify your life, work, and studies. To utilize it, say "turn on the lamp" or "turn off the lamp" you'll see how it works. Control light with "up," "down," "left," and "right." a nightlight, too. In a limited space, fluorescent lamps can detect light intensity changes and turn off for 10 seconds. When struck, the lights won't go off. The panel has a clock. The DS1302 clock module keeps time without electricity. Smart desk lamps are more handy than standard workplace lighting [8],[26].

The goal of Singh and Srivastava's project was to develop a voice-activated interface. This is a self-driving car. In order to complete the project, you'll need an Arduino board and a Bluetooth module. Open-source Arduino is a platform for creating digital gadgets (microcontrollers and kits). The idea is to design the task first, then write the code in the integrated development environment (IDE), and then connect it to the hardware. Using a Bluetooth module, a Bluetooth device can be connected to the control unit. They are able to decipher the vocal orders because they are listening for them. The remote control in this scenario is a Bluetooth app that was installed on an android smartphone or tablet by the user [26]. The purpose of this paper is to outline all of the particulars and requirements that must be met in order to construct software that makes use of an Arduino microcontroller and an app that recognizes voices. It finds application in a wide variety of products, such as robot automobiles, wheelchairs, and other similar devices. This paper is outlined as follows: section 2 reviewed the related works regarding the recommended method, while section 3 analyzed the evaluation results from the several experiments conducted in this study, while section 4 concluded the paper.

2. METHOD

The proposed system is designed to use an Arduino-based voice control system on a variety of devices, including a car and a wheelchair, as shown in the system block diagram in Figure 1. Here, the robotic car can be controlled wirelessly by using the user's voice commands throw an android app. The robot can move forward, backward, left, right, and stop completely. The voice-controlled Arduino robot car is attached to the HC-05 Bluetooth module. Voice commands are given to the robot via an android app installed on the phone. A Bluetooth module sends and receives commands and sends them to the Arduino, which lets you control the robotic vehicle.

![Figure 1. Depicts the system's block diagram](image-url)
2.1. Requirements specifications

The following are high-level abstract statements about the proposed system's functions or services:

- **Functional requirements:**
  a. Cars or wheelchairs automatically come to a halt.
  b. Vehicles or wheelchairs move forward automatically.
  c. Vehicles or wheelchairs automatically reverse.
  d. Cars and wheelchairs automatically turn left.
  e. Cars or wheelchairs will automatically turn right.
  f. The system should be activated by a voice message.

- **Nonfunctional requirement**

Nonfunctional requirements are classified into three types: quality, platform, and methodology requirements.

i. **Quality requirements:** which include:
  a. Response time: one of the most important quality standards is response time. If the system has to work quickly in any situation, it should be made so that it can respond quickly.
  b. Reliability: the system should always give the same results every time.
  c. Availability: all the time, the system must be able to be used in order to achieve its goals.
  d. If you want to make your system more efficient, you should be able to add hardware or software to make it easier to do so.

ii. **Requirements for platform:** This type of requirement considers the system's environment and technology:
  a. Platform for computing: the system is powered by Windows 10, has 4 GB of RAM, and a 1.80 GHz processor. It is equipped with an Arduino Uno microcontroller, a Bluetooth module, a motor drive, four motors, a breadboard, resistance, jumper wires, a PM3 module, a PC, a power supply, and a power cord.
  b. Requirements for methodology: the object-oriented system is designed and built using the unified modeling language (UML).

Figure 2 illustrates the use case diagram, which represents the functionality of the system. The system consists of two actors and “six” basic use cases with generalizations, inclusions relations.

![Use case diagram of the system](image)

Figure 2. Use case diagram of the system

3. **RESULTS AND DISCUSSION**

The following movements can be used to test the system: forward, backward, left, right, and stop. To get the job done, the Arduino programming language and the Arduino development environment were adopted. First, as the control system prompts, the Bluetooth module is paired with a mobile phone using the Android operating system. It uses a password to pair. For example, the password for pairing is "1234" or "0000". The requirements for the specification of the system depend on the needs of the users, who are physically handicapped and need to use a wheelchair for their movement. They are specified in Table 1.


4. CONCLUSION

The goal of this study is to establish the technical and detailed criteria for an Arduino-based voice control system. The technology can be used in a variety of applications, including robot autos, and wheelchairs. A robot car was used in this study. The proposed system includes basic operating modes that the system controls in a robot automobile via an android mobile application with graphical user interface touch buttons and voice recognition. Meanwhile, it has been demonstrated that the proposed technologies can control the automated vehicle’s movement (forward, backward, left, right, and in a stop position). As a voice recognition program, the android meet robot connects to the system via a Bluetooth module. The offered system’s equipment is low-cost and high-efficiency. During the last phases of a system’s life cycle, when it has been used and tested, it has been completely successful for everyone who have used and tested it.
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