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ABSTRACT
Stock market is an example of a stochastic environment in the real world. Multilayer perceptron (MLP) is often applied to forecast stock price. However, it is widely used to approximate the input-output mapping deterministically. Hence, this study aims to adapt stochasticity into MLP by introducing the Gaussian process into the sigmoid activation function. In addition, the adapted activation function incorporates Roger-Satchell and Yang-Zhang volatility estimators. Besides, the stochastic activation function was considered as a hyperparameter by applying it either only in training time or in both testing and training time. The stochastic multilayer perceptron (S-MLP) is then applied to forecast one day’s highest stock price of eight constituents in FTSE Bursa Malaysia KLCI (FBMKLCI). The result shows that the proposed network is inferior in comparison to MLP except for several constituents. In addition, S-MLP with stochastic activation function during both the training and testing time performs better compared to the presence of stochastic activation function in S-MLP during training time only.
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1. INTRODUCTION
Stock markets are associated with financial markets which is a complicated dynamic, non-linear system that generates a lot of noise. Stock markets are influenced by various random events which can be classified into two main categories: political and economic [1]. These influential factors create random events which result in a noisy environment and uncertainty in the stock market. According to Mostafa and Atiya [2] stock prices are classified as one of the “noisiest” time series, which means the stock price fluctuation follows a stochastic process—a noisy, dynamic, non-linear, non-parametric, non-stationary, and chaotic process. Hence, it is challenging to forecast the future value [2]–[4], yet it is possible.

Thus, various mathematical models have been developed for the application of forecasting stock prices. It can be classified into statistical models and machine learning models [5]–[7]. Deep learning techniques, a subset of machine learning [8] are now more popular than ever due to the recent improvement in the field of stock market forecasting [9]. It automatically extracts the relevant features from dense and noisy data, detects the hidden non-linear relationship [10], and approximates all the internal parameters through incremental learning [11]. These properties of the neural network make it appropriate to address some of the challenges associated with the financial market and it creates room to develop a neural network that represents the random process in the stock prices. Multilayer perceptron (MLP) is a class of deep neural networks (DNN), it is widely applied to forecast stock prices. It only approximates the deterministic input...
and output mapping. Hence, it does not represent the aforementioned characteristic of stock price [11]–[13]. Therefore, an appropriate stochastic process should be incorporated into MLP to represent the stochastic environment of the financial market when it is applied to be forecasted.

- Related research

Among the MLP models that have hybridised stochasticity in the application of forecasting financial markets are stochastic time effective neural network (STNN) [14]; extension of STNN [13], [15]–[18]; and stochastic neural network [12]. Liao and Wang [14] incorporated brownian motion (BM) into the loss function which is used to train the neural network and then applied to forecast the closing price of the next trading day. Wang et al. [15] developed jump stochastic time effective neural network (JSTNN), an extension of STNN, to forecast the crude oil price and stock price. The author introduced BM and Poisson jump into the loss function of artificial neural network (ANN). ANN is a predecessor of MLP; however, it is not DNN. Both studies evaluated the neural network by modelling the relationship between the actual data and the forecasted data through a linear regression analysis. From the evaluation, it is found that the relationship of both the data indicated a strong positive relationship. Neither of these studies performed a comparative analysis between the deterministic counterpart, ANN. Wang and Jun [17] developed an extension of STNN by incorporating principle component analysis (PCA), STNN-PCA to forecast the stock price of Shanghai stock exchange, HS3000, SP500, and Dow Jones Industrial Average. The author conducted a comparative analysis between ANN and STNN, it was concluded that STNN outperformed ANN. Lastly, Jay et al. [12] proposed SNN to predict the price of cryptocurrency by adapting random walk theory into the activation function of the neural network. The proposed activation function was applied on MLP and long short-term memory (LSTM). It was found that the proposed model performs better than the deterministic MLP and LSTM when the perturbation factor in the SNN is trained via gradient decent backpropagation algorithm.

All the studies state that the stochasticity was introduced into the deterministic neural network. So, it can mimic and adapt to the trend of the financial market without changing the original trend. Apart from that, it can be deduced that the adaptation of stochasticity into MLP improves the accuracy of forecasting. According to Jay et al. [12], there are two ways to incorporate stochasticity into a neural network. Firstly, by randomly changing the weights by a small degree and the author emphasised that it is not ideal as it would mean that the feature detection will eventually get noisy and the network forgets the dependencies. The second method would be by adding randomness into the activation function, it can be viewed as mimicking the noisy characteristics of the financial market [12]. Lastly, the presence of stochasticity allows the loss function to escape the saddle points during the optimization of a neural network when it is trained and it can reach the global minimum [19].

- Research gap and motivation

Gulcehre et al. [19] proposed to train the neural network with a strongly saturated activation function by incorporating noise to model a stochastic activation function. The author emphasised that the introduction of appropriate noise will allow the gradient to flow steadily. The author considered the Gaussian process to be incorporated into the saturated activation function and applied it to various neural networks for a different type of dataset. However, the authors did not apply it on forecasting stock prices. Besides, the author incorporated noise into the hard-sigmoid activation function, not into the sigmoid activation function. Furthermore, considered stochastic activation function only during training time, therefore, this study will also experiment on the presence of stochastic activation function during testing time as well [19].

Motivated by the aforementioned discussion, in this paper, we provide a prediction model, which can be used to forecast the next day’s highest price of eight constituents listed in FTSE Bursa Malaysia KLCI (FBMKLCI). The Gaussian process with the perturbation factor as the volatility estimators proposed by [20], [21] was incorporated into the activation function, to address the stochastic environment of the stock price. Hence, this research contributes to the mathematical formulation of the stochastic activation function into MLP by representing the characteristic of respective stock prices. Followed by the proposal of a stochastic multilayer perceptron (S-MLP) algorithm with a different number of epochs for stock price forecasting.

2. METHOD

This section discusses the architecture of MLP applied in this research. Then, the incorporation of stochasticity into sigmoid activation function to develop S-MLP. Finally, this section ends with the forecasting algorithm of proposed S-MLP and the experimental setup.

2.1. Multilayer perceptron

MLP has the ability to efficiently learn and represent the linear and non-linear dependencies between the input and output variables [12]. A standard MLP is made up of three main layers: input layer, output layer, and arbitrary number of hidden layers. The input layers are fully connected to a system of hidden layers by intermediary layers, which then transmit the trained data to the output layers. Each layer is
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fully connected with weight and biases, then the activation function is applied after the linear matrix computation. These functions squash the output of each hidden layer into a range based on the selected activation function. Backpropagation is a learning algorithm widely used to train the neural network. During the training process, randomly initialized value of weights and biases are iteratively updated by minimizing the mean square error (MSE) and propagating error signals as gradients of the weight and biases [12], [22]. In this study, the neural networks are trained via a backpropagation algorithm and stochastic gradient descent (SGD) and adaptive moment estimation (ADAM) optimizers are used. The geometric pyramid rule proposed by [23] was used to build the architecture of MLP as illustrated in Figure 1 and (1) to (3):

\[
\begin{align*}
    h^{(1)} &= \Phi^{(1)}(W^{(1)}x + b^{(1)}) \\
    h^{(2)} &= \Phi^{(2)}(W^{(2)}h^{(1)} + b^{(2)}) \\
    \hat{y} &= W^{(3)}h^{(2)} + b^{(3)}
\end{align*}
\]

Where \( x \in \mathbb{R}^5 \) is input vector; \( \hat{y} \in \mathbb{R}^1 \) is output vector; \( h^{(1)} \in \mathbb{R}^4 \) and \( h^{(2)} \in \mathbb{R}^2 \) are the outputs of the first and second hidden layers respectively; \( W^{(1)} \in \mathbb{R}^{4 \times 5} \), \( W^{(2)} \in \mathbb{R}^{2 \times 4} \), and \( W^{(3)} \in \mathbb{R}^{1 \times 2} \) are weight matrices associated to first, second hidden layer, and output layer; \( b^{(1)} \in \mathbb{R}^4 \), \( b^{(2)} \in \mathbb{R}^2 \), and \( b^{(3)} \in \mathbb{R} \) are bias vector associated to first, second hidden layer, and output layer; and \( \Phi^{(1)} \in \mathbb{R}^4 \) and \( \Phi^{(2)} \in \mathbb{R}^2 \) are activation function in first and second hidden layer.

![Neural network architecture used to forecast stock price](image)

**2.2. Activation function**

In this study Gaussian process is introduced into the sigmoid activation function. Sigmoid activation function is shown in (4) and it maps the whole real range of \( z \) into \([0,1]\) in the \( \Phi(z) \) as shown in Figure 2 [24].

\[
\Phi(z) = \frac{1}{1+e^{-z}}
\]

(4)

\( \Phi(z) \) refers to sigmoid activation function, then the stochastic sigmoid activation function which follows a Gaussian process can be written as (5):

\[
\Phi(z, \xi) = \Phi(z) + s, \quad s = \mu + \tilde{\sigma} \xi
\]

(5)

Where \( \Phi(z) \) is sigmoid stochastic activation function; \( \xi \) is an ‘noise’ variable that produces a vector of independent and identically distributed random variable with the same dimension as the activation function and it follows Gaussian process; \( s \) is Gaussian process which is normally distributed with mean zero and variance one, \( \mu \) is the mean of the stochastic process, \( s \); and \( \tilde{\sigma} \) is the volatility of the stochastic process, \( s \), and it is also referred to as the perturbation factor that controls the amount of stochasticity.
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It is stated that the desirable property of a stochastic activation function is that the activation function should be equal to the respective deterministic activation function. Therefore, the expectation should be approximate to the deterministic as shown in (6) [19]. Since the $\xi$ is a Gaussian noise which is normally distributed with mean zero and volatility one. To achieve the desirable property of the stochastic activation function $\mu$ is assumed to be zero.

$$E_{\xi \sim N(0,1)}[\Phi(z, \xi)] \approx \Phi(z) \quad (6)$$

The novel idea behind the proposed stochastic activation function is the added noise could represent the stochastic environment of the respective stock price when applied to MLP to forecast the stock price. Thus, this study applies volatility proposed by [20], [21] as shown in (7) and (8), respectively instead of the scaled volatility utilized in [19]. Both these estimators were chosen in this experiment because they consider four out of 5 input features of the neural network which are daily opening, high, low, and closing prices. By considering these volatility estimators as the perturbation factor, the changes or volatility of the stock price of the selected constituents will be represented in the neural network.

$$\hat{\sigma}^2_{RS} = \frac{1}{n} \sum_{t=1}^{n} h_t (h_t - c_t) + l_t (l_t - c_t) \quad (7)$$
$$\hat{\sigma}^2_{YZ} = \hat{\sigma}^2_o + k \hat{\sigma}^2_c + (1 - k) \hat{\sigma}^2_{RS} \quad (8)$$
$$k = \frac{\alpha - 1}{\alpha + \frac{n + 1}{n} - 1}$$

Yang and Zhang [21] suggested to use $\alpha=1.34$ hence $k = \frac{0.34}{1.34 + \frac{n}{n-1}}$. $\hat{\sigma}^2_o$ and $\hat{\sigma}^2_c$ were estimated using the classical variance estimator using opening and closing price respectively, represented in (9) and (10):

$$\hat{\sigma}^2_o = \frac{1}{n-1} \sum_{t=1}^{n} (o_t - \bar{o})^2, \quad \bar{o} = \frac{1}{n} \sum_{t=1}^{n} o_t \quad (9)$$
$$\hat{\sigma}^2_c = \frac{1}{n-1} \sum_{t=1}^{n} (c_t - \bar{c})^2, \quad \bar{c} = \frac{1}{n} \sum_{t=1}^{n} c_t \quad (10)$$

Where $O_t$ is opening price on date $t$; $C_t$ is closing price on date $t$; $H_t$ is highest price on date $t$; $L_t$ is lowest price on date $t$; $O_t = \ln O_t - \ln C_{t-1}$ is the normalized opening price; $C_t = \ln C_t - \ln O_t$ is the normalized closing price; $h_t = \ln H_t - \ln O_t$ is the normalized highest price; and $l_t = \ln L_t - \ln O_t$ is the normalized lowest price.

2.3. Stochastic multilayer perceptron

The incorporation of stochastic sigmoid activation function into MLP yields S-MLP. The proposed S-MLP was applied to forecast the next day’s highest stock price. The model was built using python TensorFlow and Keras library. Algorithm 1 illustrates the algorithm from S-MLP along with the tuning on the number of epochs.
Algorithm 1 S-MLP to forecast stock price
Input 1: Stock price with daily open, high low, close price and volume.
Input 2: $X_t$, Daily stock prices (open, high low, close) and volume $t \in \{1, ..., n\}$.
Input 3: $A_{t+1}$, Actual daily highest price which has been scaled one day ahead $t \in \{1, ..., n\}$.
Input 4: $\delta_{RS}$ and $\delta_{VZ}$.
Output: $\hat{y}_{t+1}$, Daily 1 day ahead forecasted highest price $t \in \{1, ..., n\}$. 
\[
\hat{\sigma} = \hat{\delta}_{RS}, \hat{\delta}_{VZ} \\
X = X_t \\
A = A_{t+1} \\
\Phi(z, \xi) = \Phi(z) + \delta \xi \\
\text{Number of epochs, } E
\]

Forecasting with SNN:
\[\text{while } E < \text{condition}\]
Model: $h^{(1)} = \Phi^{(1)}(W^{(1)} \tau X + B^{(1)})$
$\quad h^{(2)} = \Phi^{(2)}(W^{(2)} \tau h^{(1)} + B^{(2)})$
$\quad \hat{y} = W^{(3)} \tau h^{(2)} + B^{(3)}$
Optimize the model: model.compile
Train the model with $E$: model.fit
Obtain the loss value: model.evaluate
Predict the daily highest price: model.predict
$E += \text{desired increment}$
\[\text{if } R^2 > \text{desired accuracy} \text{ then}\]
$\text{end if}$
\[\text{end while}\]

2.4. Experimental setup
Daily historical prices: opening, high, low, closing prices, and volume of eight constituents listed in FBMKLCI from 6 March 2017 to 25 March 2022 were collected from the Yahoo finance search engine. Among them are Inari Amertron Bhd (0166.KL); Nestle (Malaysia) Berhad (4707.KL); Genting Malaysia Berhad (4715.KL); Hartalega Holdings Berhad (5168.KL); PBB Group Berhad (4065.KL); Malayan Banking Berhad (1155.KL); Top Glove Corporation Berhad (7113.KL); Kuala Lumpur Kepong Bhd (2445.KL). Then, the collected data is then cleaned to remove NAN values and then it is normalized using min-max normalization. The normalized data were then split into 90% of training set and 10% of testing set. The trained models are evaluated based on the following different performance metrics. MSE, root mean square error (RMSE), mean absolute error (MAE), and coefficient of determination ($R^2$) as shown in (11) to (14) respectively [26]:
\[
MSE = \frac{1}{n} \sum_{t=1}^{n} (A_t - \hat{y}_t)^2 
\]  (11)
\[
RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (A_t - \hat{y}_t)^2} 
\]  (12)
\[
MAE = \frac{1}{n} \sum_{t=1}^{n} |A_t - \hat{y}_t| 
\]  (13)
\[
R^2 = 1 - \frac{\sum_{t=1}^{n} (\hat{y}_t - \bar{y}_t)^2}{\sum_{t=1}^{n} (A_t - \bar{y}_t)^2} 
\]  (14)
where $A_t$ is the actual price and $\hat{y}_t$ is forecasted price.

Among the hyperparameters considered in this experiment are: i) optimizers: ADAM and SGD; ii) number of epochs: 500 to 14,500 with an increment of 500 each forecasting; iii) perturbation factor in $\Phi(z, \xi)$: $\hat{\delta}_{RS}$ and $\hat{\delta}_{VZ}$; and iv) the presence of $\Phi(z, \xi)$ during testing time. In the absence of stochastic sigmoid activation function, $\Phi(z, \xi)$, during the testing time, S-MLP uses the sigmoid activation function, $\Phi(z)$, to predict the one-day ahead highest stock price. The experiment was conducted with just a drop and replacement of the activation function in existing experimental setups without any changes in the hyperparameters which were set previously.
3. RESULTS AND DISCUSSION

This research provides experimental results of MLP, $\Phi(z, \xi)$ with $\delta_{yz}$ and $\Phi(z, \xi)$ absent during the testing time [S-MLP 1]; with $\delta_{yz}$ and $\Phi(z, \xi)$ absent during the testing time [S-MLP 2]; with $\delta_{yz}$ and $\Phi(z, \xi)$ present during the testing time [S-MLP 3]; and with $\delta_{yz}$ and $\Phi(z, \xi)$ present during the testing time [S-MLP 4] when the neural network is optimized with SGD and ADAM. To obtain a more accurate result, the number of epochs was fine-tuned with an increment of 500. To compare and analyze the accuracy of each model, this study extracts the neural network with the number of epochs which have given the highest accuracy and $R^2$. Thus, the number of epochs for each case differs as summarized in Table 1.

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>Model</th>
<th>Constituents</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>MLP</td>
<td>0166.KL 4707.KL 4715.KL 5168.KL 4065.KL 1155.KL 7113.KL 2445.KL</td>
</tr>
<tr>
<td>SGD</td>
<td>S-MLP</td>
<td>5.000 2.000 10.500 2.500 12.500 10.000 9.000 11.500</td>
</tr>
<tr>
<td>SGD</td>
<td>S-MLP</td>
<td>6.500 5.000 9.500 9.500 500 6.000 8.500 12.000</td>
</tr>
<tr>
<td>SGD</td>
<td>S-MLP</td>
<td>9.500 1.000 4.500 13.000 7.500 7.000 10.000 11.000</td>
</tr>
<tr>
<td>SGD</td>
<td>S-MLP</td>
<td>11.500 13.000 10.500 13.500 1.000 14.000 13.500 12.000</td>
</tr>
<tr>
<td>ADAM</td>
<td>MLP</td>
<td>14.000 2.000 14.500 4.500 3.000 10.500 14.000 12.000</td>
</tr>
<tr>
<td>ADAM</td>
<td>S-MLP</td>
<td>13.000 14.000 2.500 7.000 5.500 4.000 10.000 13.000</td>
</tr>
<tr>
<td>ADAM</td>
<td>S-MLP</td>
<td>9.500 2.000 1.500 13.500 4.000 8.500 8.500 10.500</td>
</tr>
<tr>
<td>ADAM</td>
<td>S-MLP</td>
<td>14.500 7.500 12.500 4.500 5.000 12.000 6.000 11.500</td>
</tr>
<tr>
<td>ADAM</td>
<td>S-MLP</td>
<td>12.000 5.500 14.500 10.000 1.500 6.500 9.000 13.000</td>
</tr>
</tbody>
</table>

$R^2$ indicates how much the target values are being captured by the model. Therefore, the respective value of $R^2$ resulted by each model with the number of epochs represented in Table 1 is summarized in Table 2 for the neural network trained using SGD and ADAM. $R^2$ usually shows the percentage variance that the independent variables accounted for in the dependent variable’s variance. Moreover, $R^2$ is bounded to the range of (−∞, 1]. It is stated that when the value of $R^2$ approaches the upper bound it means that the predictive model results in accurate forecasting and vice versa if $R^2$ approaching zero. However, if $R^2$ results in a negative value, then it strongly suggested that the given predictive model has the worse fit [27], [28]. From Table 2 it can be observed that both MLP and variations of S-MLP models trained with SGD for 0116.KL constituents resulted in negative $R^2$ value. Thus, it absolutely indicates that the considered neural network is the worst predictive model to forecast the next day’s highest price for the respective constituent. Meanwhile, the predictive models of the remaining constituents resulted in $R^2$ value of more than 0.5. This demonstrates that both MLP and variations of S-MLP are appropriate to forecast one day ahead highest price.

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>Model</th>
<th>Constituents</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>MLP</td>
<td>0166.KL 4707.KL 4715.KL 5168.KL 4065.KL 1155.KL 7113.KL 2445.KL</td>
</tr>
<tr>
<td>SGD</td>
<td>S-MLP</td>
<td>-1.219 0.551 0.884 0.926 0.855 0.981 0.927 0.948</td>
</tr>
<tr>
<td>SGD</td>
<td>S-MLP</td>
<td>-1.175 0.756 0.874 0.918 0.844 0.981 0.922 0.946</td>
</tr>
<tr>
<td>SGD</td>
<td>S-MLP</td>
<td>-0.189 0.562 0.852 0.912 0.851 0.980 0.919 0.949</td>
</tr>
<tr>
<td>SGD</td>
<td>S-MLP</td>
<td>-0.341 0.551 0.877 0.925 0.847 0.980 0.923 0.951</td>
</tr>
<tr>
<td>SGD</td>
<td>S-MLP</td>
<td>-0.519 0.644 0.875 0.925 0.855 0.981 0.920 0.956</td>
</tr>
<tr>
<td>ADAM</td>
<td>MLP</td>
<td>0.726 0.732 0.887 0.926 0.853 0.982 0.934 0.949</td>
</tr>
<tr>
<td>ADAM</td>
<td>S-MLP</td>
<td>0.854 0.659 0.879 0.905 0.848 0.981 0.930 0.951</td>
</tr>
<tr>
<td>ADAM</td>
<td>S-MLP</td>
<td>0.864 0.756 0.878 0.923 0.842 0.981 0.930 0.952</td>
</tr>
<tr>
<td>ADAM</td>
<td>S-MLP</td>
<td>0.880 0.701 0.886 0.917 0.838 0.982 0.926 0.956</td>
</tr>
<tr>
<td>ADAM</td>
<td>S-MLP</td>
<td>0.845 0.722 0.880 0.926 0.850 0.981 0.899 0.952</td>
</tr>
</tbody>
</table>

Figures 3 and 4 are the pictorial outcome of the actual value and forecasted value with all the variations of the neural network when it is optimized using SGD and ADAM respectively. S-MLP uses the Gaussian process with the [20], [21] volatility estimators as perturbation factors. This randomness is directly applied to the sigmoid activation function. This results in an internal randomness function. Hence, it helps to escape the local minima during the learning process and reach the global minima [19], [26]. Thus, almost all the variations of S-MLP were able to generate the pattern of the forecasted price almost similar to the actual price.
Figure 3. Comparison graph of actual versus forecasted stock price using all the neural networks with SGD optimizer

Figure 4. Comparison graph of actual versus forecasted stock price using all the neural networks with ADAM optimizer
Moving on, this research anticipated that S-MLP will perform better than MLP. As it can be observed from Figures 3 and 4 for most cases the forecasted values of MLP and variations of S-MLP are almost nearer to the actual value; except for 0166.KL, 4065.KL, and 4707.KL when it is trained with SGD and 4707.KL for neural network trained with ADAM. Hence, it cannot be definitively concluded that S-MLP is superior to MLP. Thus, further analysis is carried out to identify does S-MLP outperforms MLP by calculating the relative percentage improvement of the variations of S-MLP for all the constituents by letting the MLP as the reference model. The calculated relative percentage improvement is shown in Table 3.

From Table 3 it can be observed that all the variations of S-MLP trained with ADAM outperformed for 0166.KL and 2445.KL only. Three variations of S-MLP with SGD have better accuracy than MLP for 4707.KL and 2445.KL constituents. MLP model has outperformed all the variations of S-MLP, for 4715.KL, 5168.KL, 4065.KL, and 7113.KL. This is because S-MLP were not able to escape the local minima or got stuck at the saddle point during minimization of loss function. However, the loss function in MLP was able to reach even lower local minima or reached the global minima during the learning process, therefore MLP outperformed S-MLP in most cases [26].

Additionally, an investigation is carried out to identify does the presence of stochastic sigmoid activation function during the testing times affects the accuracy of the forecasting. To carry out the investigation, a relative percentage improvement of S-MLP 3 and S-MLP 4 is calculated by letting S-MLP 1 and S-MLP 2 as the reference model respectively as shown in Table 4. Forecasting accuracy of five constituents (4715.KL, 5168.KL, 4065.KL, 7113.KL, and 2445.KL) of S-MLP 3 and S-MLP 4 with SGD optimizer exhibits an improvement. Furthermore, two constituents (4715.KL and 5168.KL) performed better than S-MLP 1 and S-MLP 2 when the ADAM optimizer is used to train the neural network. From Table 4, it can be observed and deduced that the presence of stochastic activation function during the prediction improves the S-MLP which only adapts the learning method proposed by [19].

4. CONCLUSION

In the present manuscript, we introduced S-MLP by integrating stochastic sigmoid activation function into MLP which represents the noisy characteristic of the stock price. S-MLP mimics the stochastic environment of stock prices through the introduction of Gaussian noise and considered volatility estimators...
of the respective constituent into stochastic sigmoid activation function. The empirical analysis suggests that S-MLP did not outperform the deterministic model, MLP, except for three specific constituents: 0166.KL, 4707.KL, and 2445.KL. Besides that, the presence of stochastic sigmoid activation function in S-MLP during both the training and testing time achieved higher accuracy than S-MLP with stochastic activation function during training time only in most counters.

In future, it may be worth scaling the perturbation factor in stochastic sigmoid activation either by adding another parameter to the Gaussian process and making it as a hyperparameter to further improve the accuracy of forecasting. Apart from that, we suggest to further investigate why does all the variation of S-MLP performed better than MLP for 2445.KL and S-MLP with ADAM outperformed MLP for 0166.KL. Finally, we propose to extend this research on further examining why does the presence of stochastic activation function during test time performs better than S-MLP with sigmoid activation function during test time. We anticipate that the proposed S-MLP model will be able to contribute in a positive way to MLP research and the application of financial time series forecasting.
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