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ABSTRACT
Nowadays, depression is a common mental illness. Failure to recognize depression early or guarantee that a depressed individual receives prompt counseling can lead to serious issues. Social media allow us to monitor people's thoughts, daily activities, and emotions, including persons with mental illnesses. This study suggested novel hybrid models that combine one of the deep learning techniques with one of the machine learning approaches. This paper used a dataset from the Kaggle website to predict depression. Two deep learning techniques were chosen to conduct the experiments: bidirectional long short-term memory (Bi-LSTM), and convolutional neural network (CNN). Three machine learning techniques were also selected, which are support vector machine (SVM), light gradient boosting machine (LGBM), and extreme gradient boosting (XGBOOST). Deep learning methods were applied to extract important features from input data and training, and then machine learning was utilized to predict the class. The performance of the hybrid models was compared against that of five single models. The results showed that Bi-LSTM-XGBOOST is better than single models and achieve the highest performance, with 94% for all evaluation metrics. The proposed model can improve the performance of machine learning techniques and increase the detection rate of depression.
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1. INTRODUCTION
Nowadays, depression is a widespread illness. There are many people worldwide who suffer from depression. Around 264 million people of all ages suffer from depression, as indicated by the World Health Organization (WHO) [1]. Depression is one of the most common causes of suicide, with over 800,000 suicide deaths occurring every year; moreover, it is the second leading cause of death among individuals in the 15 to 29 years-old range [2].

Depression is a popular mental disorder [2]. Depressive disorders come in a variety of types. For each type, there are a set of symptoms. Major depressive disease (MDD) is a popular type of depressive disorder. With this type, people cannot sleep, eat, or work. During at least two weeks, each day, the patient must have at least five of the symptoms. The symptoms include a sad mood for most of the day, a lack of interest in all activities, losing or gaining weight, a lack of energy, body agitation or retardation, a feeling of remorse or worthlessness, an inability to sleep or sleep for longer periods, and thoughts of death and suicide [3]. There are many methods used in medical fields to diagnose depression, such as surveys and interviews, but they are not accurate. Despite international healthcare programs and treatment availability, the
detection rate is low, and most depressed people deny looking for treatment. Recently, social media have been utilized by people too, especially, among the younger [3]. In 2015, there were about 2 billion social media users, and that number is growing every day [4]. Users can use simple notification service (SNS) from anywhere and at any time, whether through their mobile device or computer. The availability of social media enabled users to share feelings, interests, and daily lives. Nowadays people can share their negative feeling on social media without fear [3].

Social media has become a data source in different contexts, especially in the medical field, to monitor people’s health, such as mental health. It is possible to identify common signs of depression using user-generated content on social media, and this represents a new form for the screening of mental disorders [1]. Many studies mention that language patterns may be indicators of mental state and are used in the early detection of depression [1], [3], [5]. Thus, previous studies used social media in the early detection of depression. One of the most important social media sites is Twitter, which has more than 330 million active users globally [6]. This paper used Twitter to detect depression through text.

Many research used traditional machine learning techniques to detect depression in social media. However, there are some limitations, the first limitation is using a single traditional machine learning technique and obtaining low accuracy. For example, in [7] two traditional machine learning were applied, which are support vector machine (SVM) and random forest. The best accuracy obtained was 77% with random forest. According to Alsagri and Ykhlef [8], SVM, naive bayes, and decision tree were performed as classifiers. The best accuracy was 82% with SVM. Research by Kumar et al. [9] applied gradient boosting, multinomial naive bayes, random forest, and ensemble vote as classifiers. The outcomes show that the best accuracy was 85.09% with the ensemble vote classifier. The effectiveness of the traditional technique was limited as the volume of data grew and the number of correlations considerably increased [10].

Nowadays, deep learning techniques are commonly used in the detection of depression field. The benefit of deep learning is the ability to extract features throughout the learning process on huge datasets [11]. Many studies showed that the results of applied deep learning are better than machine learning [12]. However, each technique has benefits and drawbacks. Long short-term memory (LSTM) produces better results but it takes more time than convolutional neural network (CNN). LSTM is more accurate with long sentences [11]. Hybrid models that combine deep and machine learning techniques become widely used in the field of images classification such as CNN-extreme gradient boosting (XGOBOOST) and achieved the best results. Nowadays, some research suggested a hybrid model for sentiment analysis, as in the study [11] that proposed a hybrid model CNN-LSTM-SVM for sentiment analysis. The results of the study show that CNN-LSTM-SVM outperforms other single methods and can be able to enhance the performance.

This paper attempts to create a hybrid model that combines the architecture of deep learning techniques such as bidirectional long short-term memory (Bi-LSTM) or CNN and traditional machine learning such as XGBOOST, SVM, and light gradient boosting machine (LGBM). The study attempts to exploit the ability of deep learning techniques to extract important features from texts and benefit from them in training machine learning techniques to improve accuracy. The goal behind this is to see if the accuracy will improve or not. Thus, the main contributions of the study are summarized as follows: i) new hybrid model was suggested that mix the architecture of traditional machine with deep learning algorithms. This has not been suggested in previous research; ii) achieving good prediction accuracy of more than 90% using deep learning and hybrid models; iii) comparison between the performance of hybrid models and other techniques; and iv) improving the performance of traditional machine learning techniques by combining them with deep learning techniques. This paper is organized as follows: section 2 describes the method for the proposed system, section 3 explains the results and discusses them, and the last section 4 includes a conclusion.

2. **METHOD**

This paper proposed a system to predicate if the tweet is depressed or not. The method for this system consists of five steps, as shown in Figure 1. It includes dataset, pre-processing, features extraction, classifier model, and evaluation.

2.1. **Dataset**

A dataset from the Kaggle website is used. A dataset containing more than 7,000 tweets scraped from Twitter that belongs to depressed and not depressed users [13]. Additional depressed tweets were added to improve accuracy and increase the number of depressed tweets [14]. Data details is shown in Table 1.

2.2. **Pre-processing**

This step includes data preparation processes before classification by models as shown in Figure 1. Pre-processing involves a set of steps. The first step is to divide the tweet into small parts called “tokens” using the tokenization technique. Second, replace emojis and emoticons with proper text instead of removing
them because they express the feelings of people. Third, removing special characters. Fourth, replace slang words with common words to have all words in one form [15]. Fifth, removing numbers and keeping only alphabet letters. Sixth, removing HTML tags, and URL links. Seventh, converting uppercase letters to lowercase. With traditional machine learning, normalization was applied, such as removing stop words. Stop words are popular terms that appear more frequently in tweets, and they are not important. There are some important stop words, such as the person pronoun (I, my, mine, myself, we, and you) [8]. Those words are widely used by depressed people to express themselves and must not be removed from tweets. In addition, negation words like "no" and "not" are not deleted from tweets. These words are more commonly used by depressed people, and they express negative feelings, for instance, "I'm not happy." This step is known as the customized removing stop words. Stemming was performed to reduce the number of words in tweets. Stemming is the process of replacing two words with the same meaning or a common root with a single word.

![Figure 1. Method of research](image)

### Table 1. Details of the dataset

<table>
<thead>
<tr>
<th></th>
<th>Data1</th>
<th>Data2</th>
<th>Total tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressed tweets</td>
<td>3,259</td>
<td>2,313</td>
<td>5,572</td>
</tr>
<tr>
<td>Non-depressed</td>
<td>4,694</td>
<td>-</td>
<td>10,266</td>
</tr>
</tbody>
</table>

### 2.3. Feature extraction

To classify tweets as depressed or not by models, the text should be transformed into a numeric form that is understood by the classifier. So, it must extract features from tweets. This paper suggests using term frequency-inverse document frequency (TF-IDF) and word2vec as feature vectors.
2.3.1. Term frequency-inverse document frequency

Is a method that is commonly used to determine the importance of a word in a document. The term frequency (TF) of a particular term \( t \) is computed as the number of times a term \( t \) occurs in document \( d \) divided by the number of words in the document. Inverse document frequency (IDF) is utilized to identify a term's importance \([16]\). In \((1)\) \([16]\) shows how to compute IDF.

\[
\text{IDF} (t) = \log \frac{N}{DF}
\]

Where \( N \) is the number of documents and \( DF \) is the number of documents that included the term \( t \). TF-IDF is calculated in \((2)\) \([16]\):

\[
\text{TF} - \text{IDF}(t) = \text{TF}(t) \times \text{IDF}(t)
\]

TF is relatively similar to the bag of words (BOW) method. The text from the data is represented by TF as a matrix, where rows are the total number of documents and columns are the total number of distinct words used in all of the documents. BOW ignores the order of words in documents and grammar \([17]\). Words with a large TF-IDF value are more significant than terms with a small TF-IDF value \([17]\). TF-IDF contributes to the identification of depression \([8]\). This method was used by \([8], [18], [19]\).

2.3.2. Word2vec

Word2vec is one of the most well-known methods for word embedding proposed by Google in 2013. Word2vec is a neural network model. There are two learning models: a continuous bag of words (CBOW) and skip-gram. CBOW predicts the term from the context, while skip-gram predicts the context from the term \([20]\). Given a large corpus of text as input, word2vec produces a vector space with typically several hundred dimensions and allot a corresponding vector in the space to each unique word in the corpus. In the vector space, word vectors are located so that words with similar semantic and syntactic properties are near one another in the space. While less similar terms are placed apart from one another \([21]\). Word2vec's weight is determined by word order or location rather than the frequency in the same context. The similarity between the two words can be assessed after the weight of word2vec has been determined. Word2vec can represent each word as a low-dimensional vector, which makes adding new words to the vocabulary list simple and easy to incorporate into new sentences \([17]\). About 100 billion words from the Google news dataset were used to train pre-trained vectors. For 3 million words and phrases, the model has 300-dimensional vectors. This paper uses pre-trained vectors from Google news.

2.4. Classifier model

2.4.1. Bidirectional-long short-term memory

Bi-LSTM is a type of recent neural network (RNN). Before talking about Bi-LSTM, it is necessary to know what RNN is. RNN is a type of neural network. The sample RNN includes three main layers: input, hidden layers, and output. In contrast to feedforward neural networks, the output from the past state is fed to the current state. This is useful when dealing with sequence data, such as text, and requiring remembering past words. RNNs can remember the previous words by using hidden layers, but for a small interval of time. LSTM was presented to solve this problem because it has a memory block instead of a simple RNN unit. However, LSTM can keep just the past information. Bi-LSTM was suggested to solve this issue since Bi-LSTM can keep the context for previous and future related information. So, this paper used Bi-LSTM, which can handle data in two directions: previous and next, because it works with two hidden layers \([22]\).

2.4.2. Convolutional neural network

Is referred to as an artificial neural network. It is used to analyze and recognize images. It is specifically made for processing pixel data. There are two parts to the CNN layer: feature extraction and classification. In feature extraction, convolution series, and pooling processes are performed. In classification, a fully connected person will complete their work. It applies a filter to the input data to create a feature map. After padding the feature map, the convolutional layer is created. Max pooling is performed as a pooling layer to reduce the size of the feature map by selecting the largest value from each window. The fully connected layer is used to transform data from 2D or 3D to 1D. The fully connected layer is the last layer and is used to show the output of the network \([15]\).

2.4.3. Light gradient boosting machine

One of the most common gradient boosting algorithms is based on a decision tree. The tree grows vertically by using a leaf-wise algorithm \([23]\). It was proposed by Microsoft in 2017. It was characterized by the speed of training, the need for less memory, and compatibility with big datasets.
2.4.4. XGBOOST

XGB is an ensemble tree-based technique that applied a gradient-boosting machine learning framework to solve classification and regression issues. The level-wise methods are used by XGB to grow trees. There are differences between XGB and random forest in grow of the tree, orders, and combining the results [23]. Different algorithms are used by XGB to find splits such as exact greedy and approximate algorithms that are presented first then histogram-based algorithm appeared after the LGBP method was developed. The loss value is used to determine if a split is happening or not. If the loss value exceeds a specific threshold value, then the split happens else it will ignore. This is one of the advantages leaf-wise in minimizing the number of splits with keeping the quality of a split [23].

2.4.5. Support vector machine

SVM is a supervised machine learning, non-probabilistic linear binary classifier. It generates a hyperplane in a space with high dimensions feature to split data into two classes. It finds the hyperplane that splits data into two classes with a maximum margin [24].

2.4.6. Hybrid models

This paper suggests a hybrid model that combines one of the deep learning techniques and one of the machine learning techniques. The proposed model is divided into two parts. The first part is Bi-LSTM or CNN which extracts features and information from input text. The second part receives the output of the last layer from Bi-LSTM or CNN and classifies it. Three classifiers suggested SVM, LGBM, and XGBOOST. Figures 2 and 3 explains the details of models.

- **Bi-LSTM model**

  - **Input layer**
    - max length sequence=140
  - **Embedding layer**
    - Max number words=7,000
    - Embedding dimension=300
    - Weights=matrix-word2vec
  - **Bidirectional layer**
    - LSTM units=300
    - Dropout=0.5
  - **GlobalMaxPool1D layer**
  - **Dense layer**
    - units=300
    - activation=Relu
    - regularizes l2=0.01
  - **Output: depressed or nondepressed**

  - **LGBM Classifier**
  - **XGBOOST Classifier**
  - **SVM Classifier**

  - **Output: depressed or non-depressed**

Figure 2. The hybrid Bi-LSTM traditional machine learning model
2.5. Evaluation

This research used four metrics to evaluate the performance of the model. Accuracy is the number of samples that are predicated correctly by the model divided by the total number of predictions generated by the model. It is calculated in (3):

\[
Accuracy = \frac{Tp + Tn}{Tp + Fp + Fn + Tn}
\]  

(3)

Precision represents the number of tweets that are classified as depressed and are truly predicted to be depressed. It is computed in (4):

\[
Precision = \frac{Tp}{Tp + Fp}
\]  

(4)

Recall is the number of depressed tweets that are exactly predicated by the model out of all the positive examples. In (5) explains how to find it:

\[
Recall = \frac{Tp}{Tp + Fn}
\]  

(5)

F1-measure is explicated as a symmetric average of the precision and recall. In (6) shows how it was computed [25]:

\[
F1 - measure = 2 \times \frac{Precision \times Recall}{Precision + Recall}
\]  

(6)

3. RESULTS AND DISCUSSION

In this research, two experiments were performed. The first experiment applied traditional machine learning techniques such as SVM, LGBM, and XGBOOST with TF-IDF. The second experiment used deep learning models, hybrid models with word2vec as explained in Table 2. Four metrics were used to test and evaluate the model's performance (accuracy, precision, recall, and F1). In general, the results in Table 2 showed that hybrid models give results better than single traditional machine learning methods. SVM, LGBM, and XGBOOST with TF-IDF achieved low performance as can see in Table 2.

Furthermore, the performance of SVM, LGBM, and XGBOOST was improved when combine with CNN and Bi-LSTM, where they trained on the features extracted by CNN or Bi-LSTM. For example, the accuracy for XGBOOST is 89% when used alone, but when combined with CNN or Bi-LSTM leads to an accuracy of 93% and 94%. Also, the models that contain Bi-LSTM outperform CNN models because Bi-LSTM is effective to deal with long sentence sequences and has the memory to remember previous and future words in two directions [26].
In the last, Bi-LSTM-XGBOOST outperformed all other models with an accuracy of 0.9487. The findings for this paper match the results for [11] which show that the hybrid model CNN-LSTM-SVM outperformed other single models. In addition, extracting features from text using word2vec plays an important role. In word2vec the context of the sentence and its meaning are important.

### Table 2. Results of applying traditional machine learning and hybrid model

<table>
<thead>
<tr>
<th>Features extraction</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF</td>
<td>SVM</td>
<td>0.9303</td>
<td>0.9293</td>
<td>0.9316</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>LGBM</td>
<td>0.9103</td>
<td>0.9093</td>
<td>0.9108</td>
<td>0.9099</td>
</tr>
<tr>
<td></td>
<td>XGBOOST</td>
<td>0.8991</td>
<td>0.8981</td>
<td>0.9001</td>
<td>0.8987</td>
</tr>
<tr>
<td></td>
<td>Bi-LSTM</td>
<td>0.9454</td>
<td>0.9497</td>
<td>0.9405</td>
<td>0.9441</td>
</tr>
<tr>
<td></td>
<td>Bi-LSTM-SVM</td>
<td>0.9428</td>
<td>0.9422</td>
<td>0.9416</td>
<td>0.9419</td>
</tr>
<tr>
<td></td>
<td>Bi-LSTM-LGBM</td>
<td>0.9435</td>
<td>0.9427</td>
<td>0.9425</td>
<td>0.9426</td>
</tr>
<tr>
<td>Word2vec</td>
<td>Bi-LSTM-XGBOOST</td>
<td>0.9487</td>
<td>0.9490</td>
<td>0.9466</td>
<td>0.9477</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>0.93232</td>
<td>0.93071</td>
<td>0.93477</td>
<td>0.93190</td>
</tr>
<tr>
<td></td>
<td>CNN-SVM</td>
<td>0.93928</td>
<td>0.93785</td>
<td>0.93981</td>
<td>0.93870</td>
</tr>
<tr>
<td></td>
<td>CNN-LGBM</td>
<td>0.93801</td>
<td>0.93663</td>
<td>0.93839</td>
<td>0.93741</td>
</tr>
<tr>
<td></td>
<td>CNN-XGBOOST</td>
<td>0.9380</td>
<td>0.9367</td>
<td>0.9382</td>
<td>0.9374</td>
</tr>
</tbody>
</table>

### 4. CONCLUSION

Nowadays, depression is a silent killer that eventually leads people to commit suicide. Therefore, it is necessary to bring it to a halt in any possible way. This study suggested a model that attempted to predict depression symptoms in user tweets via using hybrid machine learning and deep learning techniques. The experiments were performed with suggested models and evaluated their performance on the dataset. The outcomes are promising. The proposed hybrid models produced better outcomes than using single traditional machine learning methods and Bi-LSTM-XGBOOST outperformed other techniques. The features extracted from Bi-LSTM play a significant role in enhancing machine learning performance in addition to the role of word2vec. However, there are several limitations, such as utilizing a small dataset and using a dataset from Twitter only. In the future, application of the model to a dataset with more data and use of other types from social media such as Facebook, and different pre-trained embedding methods such as BERT and Glove.
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