Improving skin diseases prediction through data balancing via classes weighting and transfer learning
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ABSTRACT

Skin disease prediction using artificial intelligence has shown great potential in improving early diagnosis and treatment outcomes. However, the presence of class imbalance within skin disease datasets poses a significant challenge for accurate prediction, particularly for rare diseases. This study proposes a novel approach to address class imbalance through data balancing using classes weighting, coupled with transfer learning techniques, to enhance the performance of skin disease prediction models. Two experiments were conducted using a tuned EfficientNetV2L based classifier. In the first experiment, a default dataset structure was utilized for training and testing. The second experiment involved employing classes weighting approach to balance the dataset. The effectiveness of the proposed approach is evaluated using the ISIC 2018 dataset, which comprises a diverse collection of skin lesion images. By assigning appropriate weights to different classes based on their prevalence, the proposed method aims to balance the representation of rare disease classes. To evaluate the performance of the proposed methodology, several performance evaluation metrics, including accuracy, precision, and recall, were employed. These findings revealed that the balanced dataset achieved enhanced generalization, mitigating the biases associated with class imbalance. As a result, the efficacy of artificial intelligence models is enhanced.
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1. INTRODUCTION

Skin diseases pose significant challenges in the field of medical diagnostics and treatment. With advancements in artificial intelligence (AI), there is a growing interest in leveraging AI models for accurate and efficient skin disease prediction [1], [2]. However, building effective AI models for skin disease prediction encounters a common obstacle: class imbalance within the datasets [3]. Class imbalance occurs when certain skin disease categories have a significantly higher representation than others [4]. This disparity can lead to biased models that perform poorly on underrepresented classes, limiting their effectiveness in clinical practice. To address this issue, data balancing techniques play a crucial role in improving the performance and generalization of AI models [5], [6]. Data balancing aims to equalize the representation of different classes within the dataset used for training [7], [8]. Various methods, such as oversampling,
undersampling, and synthetic data generation, have been employed to alleviate class imbalance [9]. However, in the context of skin disease prediction [10], there is a need for effective data balancing techniques that specifically account for class imbalance and improve transfer learning performance [11]. In this article, we focus on the utilization of class weighting as a data balancing technique to enhance transfer learning performance for skin disease prediction [11]. Class weighting assigns higher weights to instances of underrepresented classes during model training, allowing the model to give more attention to these classes and mitigate the bias towards the majority class [12]. By considering the impact of class imbalance on model training, we aim to improve the accuracy and robustness of AI models for skin disease prediction, ultimately advancing the field of dermatology [13], [14].

The primary objective of this study is to investigate the efficacy of class weighting as a data balancing technique in the context of transfer learning for skin disease prediction. We aim to address the limitations of existing approaches by providing a comprehensive evaluation of the performance and generalization capabilities of AI models when class weighting is applied [15]. By conducting rigorous experiments and assessments, we seek to gain insights into the potential benefits and practical implications of class weighting for skin disease prediction. To evaluate the performance of the proposed approach, we utilize a diverse and comprehensive dataset consisting of medical images and associated data of skin lesions sourced from various clinical sources. The dataset encompasses a wide range of skin diseases, including both common and rare conditions. This diversity ensures that the evaluation captures the challenges associated with class imbalance, especially in the context of rare and underrepresented skin disease categories.

In our methodology, we employ transfer learning, a widely adopted approach in the field of AI, which leverages pre-trained models on large-scale datasets and adapts them for the specific task of skin disease prediction [16]. Transfer learning allows the model to benefit from the knowledge and representations learned from a different but related task, enabling efficient training and improved performance [17], [18]. However, the effectiveness of transfer learning can be hindered by class imbalance within the dataset, necessitating the application of data balancing techniques such as class weighting. To assess the effect of class weighting, we compare the performance of AI models trained with and without class weighting on various skin disease prediction tasks. We employ widely accepted evaluation metrics such as accuracy, precision, recall, and F1-score to assess the performance of the models [19]. Additionally, we analyze the effects of class weighting on the model's ability to correctly identify and classify different skin disease categories, paying particular attention to the improvement in predicting rare and underrepresented diseases.

This paper is organized as follows: section 2 provides a detailed explanation of the proposed methodology for balancing the dataset, including the utilization of classes weighting. Section 3 elucidates the structure of the dataset and the methods employed in this study. Section 4 showcases the experimental results and presents the performance evaluation of the proposed approach. Finally, section 5 concludes the paper by summarizing the findings and discussing potential avenues for future research.

2. PROPOSED DATASET BALANCING MECHANISM

The accurate prediction of skin diseases using AI models is hindered by the challenge of class imbalance within the datasets. In this section, we present our proposed methodology for balancing the dataset, specifically through the utilization of classes weighting. This technique aims to address the disparity in the representation of different skin disease categories, ultimately improving the transfer learning performance for skin disease prediction.

2.1. Classes weighting approach

Skin disease datasets commonly exhibit class imbalance, where certain disease categories are overrepresented while others are underrepresented. This imbalance can lead to biased model training, as the models tend to favor the majority class, resulting in poor prediction performance for the minority classes. To mitigate this issue, data balancing techniques are essential to create a more equitable distribution of samples across different classes [20].

In our proposed methodology, we employ classes weighting as a data balancing technique. Classes weighting assigns higher weights to instances of the underrepresented classes during the model training phase. By doing so, the model pays more attention to the minority classes, thereby reducing the bias towards the majority class and improving the overall performance and generalization capabilities of the AI model [21].

2.2. Implementation of classes weighting

To implement classes weighting, we adjust the loss function during the training process. The loss function is modified to give more importance to misclassifications in the minority classes. By assigning higher loss weights to these misclassifications, the model is encouraged to focus on correctly predicting the underrepresented classes, effectively reducing the negative impact of class imbalance on the learning process.
2.3. Determining class weights

The determination of class weights is a crucial aspect of the proposed methodology. The weights are typically calculated based on the inverse class frequencies and a proportional mechanism that ensures fair representation of all classes during training. This allows the model to learn from both the majority and minority classes, leading to improved performance on the underrepresented classes. In our study, we addressed the issue of class imbalance in the skin disease dataset by implementing class weighting using mathematical functions. We conducted an analysis of the dataset and identified the majority and minority classes. To calculate the class weights, we employed two mathematical equations: the inverse class frequency and proportional class weighting. For the inverse class frequency weight calculation, we divided the total number of instances by the number of instances in each class. The formula for calculating the inverse class frequency weight for $i^{th}$ class is as (1):

$$FW_i = \frac{\sum_{k=1}^{n} I_k}{I_i}$$

Where:
- $FW_i$ is the inverse class frequency weight for $i^{th}$ class.
- $I$ is the total number of instances.
- $I_i$ is the total instances in $i^{th}$ class.

Additionally, we utilized proportional class weighting to assign weights to each class proportionally to the number of classes in the datasets. The formula for calculating the proportional class weight for $i^{th}$ class is given by:

$$W_i = log_{10}(FW_i) \times N$$

Where:
- $W_i$ is the weight for $i^{th}$ class.
- $N$ is the number of classes in the dataset.

By assigning these calculated weights to the instances in the dataset, we ensured that instances from the minority class received higher weights. During the model training phase, we incorporated the assigned class weights into the loss function, enabling the model to prioritize the underrepresented classes. Table 1 presents the class weights employed in the construction of the planned model. In the next section, we delve into the structure of the dataset and the methods employed in our study. By combining the proposed classes weighting methodology with robust dataset structures and effective training techniques, we aim to enhance the transfer learning performance for skin disease prediction, ultimately advancing diagnostic accuracy, and patient care in the field of dermatology.

<table>
<thead>
<tr>
<th>Ref. number</th>
<th>Class</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Actinic keratoses</td>
<td>9.0</td>
</tr>
<tr>
<td>1</td>
<td>Basal cell carcinoma</td>
<td>9.0</td>
</tr>
<tr>
<td>2</td>
<td>Benign keratosis-like lesions</td>
<td>7.0</td>
</tr>
<tr>
<td>3</td>
<td>Dermatofibroma</td>
<td>14.0</td>
</tr>
<tr>
<td>4</td>
<td>Melanoma</td>
<td>7.0</td>
</tr>
<tr>
<td>5</td>
<td>Melanocytic nevi</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>Vascular lesions</td>
<td>14.0</td>
</tr>
</tbody>
</table>

3. DATASET STRUCTURE AND METHOD

In this section, we provide an overview of the dataset structure and the methods employed in our study, with a particular focus on the utilization of classes weighting for improving transfer learning performance in skin disease prediction.

3.1. ISIC 2018 dataset: composition and characteristics

We begin by describing the dataset used in our research, which comprises a comprehensive collection of medical images and associated data of skin lesions sourced from various reliable sources. The dataset encompasses diverse skin disease categories, including common and rare conditions, providing a representative sample of the challenges faced in real-world skin disease prediction scenarios.
The ISIC 2018 dataset is a widely recognized benchmark dataset for skin disease analysis and consists of a diverse collection of dermoscopic images [22]. These images were acquired from various clinical sources and encompass a broad range of skin lesions, including malignant melanoma, basal cell carcinoma, benign nevi, and seborrheic keratosis. The dataset comprises a total of 10000 number of images, each labeled with a corresponding skin disease category. The images are captured using high-resolution dermoscopes, enabling the visualization of intricate features and patterns on the skin's surface. The dataset provides an invaluable resource for training and evaluating AI models in the field of skin disease prediction. In Figure 1, we present a selection of sample images extracted from the ISIC 2018 dataset. These images serve as visual representations of the diverse skin lesions included in the dataset. Each image showcases distinct visual characteristics and patterns associated with different skin disease categories, providing valuable insights into the complexity and variability of skin diseases captured within the dataset. The samples displayed in Figure 1 exhibit a range of skin conditions, including actinic keratosis in Figure 1(a), basal cell carcinoma in Figure 1(b), benign keratosis in Figure 1(c), dermatofibroma in Figure 1(d), melanoma in Figure 1(e), melanocytic nevi in Figure 1(f), and vascular lesions in Figure 1(g). These images exemplify the wide spectrum of lesion appearances, encompassing variations in color, shape, texture, and other important features.

![Sample images from the ISIC 2018 dataset](image)

Figure 1. Sample images from the ISIC 2018 dataset; (a) actinic keratosis, (b) basal cell carcinoma, (c) benign keratosis, (d) dermatofibroma, (e) melanoma, (f) melanocytic nevi, and (g) vascular lesions

To ensure the reliability and accuracy of the dataset, each image underwent a rigorous annotation process performed by dermatologists and medical experts. The annotations include the localization and segmentation of lesions, as well as the identification of specific features indicative of different skin diseases. These annotations serve as ground truth labels for the training and evaluation of the models. Moreover, the ISIC 2018 dataset includes additional metadata, such as lesion location, and clinical information. This supplementary information enhances the dataset's richness and allows for potential correlations between various patient characteristics and skin disease outcomes to be explored. The ISIC 2018 dataset poses several challenges, including class imbalance, as certain skin disease categories may have a higher prevalence compared to others. Additionally, the presence of subtle variations in lesion appearance, diverse skin types, and imaging conditions further adds to the complexity of the dataset. However, addressing these challenges provides an opportunity to develop robust AI models capable of accurately detecting and classifying different skin diseases.

3.2. Preprocessing and feature extraction

Prior to model training, we applied preprocessing techniques to standardize the dataset and ensure consistency across the images [23]. This involved resizing the images to a consistent resolution and normalizing pixel values. Additionally, we performed feature extraction to capture relevant visual characteristics and extract informative features from the images [24]. These features served as inputs to the AI model during training and prediction.
3.3. Transfer learning

In this subsection, we delve into the use of the EfficientNetV2 models as the foundation for our transfer learning approach. The EfficientNetV2 models belong to a family of convolutional neural networks (CNNs), that have been specifically designed to enhance parameter efficiency and training speed. These models are built upon the successes of the EfficientNetV1 models, incorporating a scaling method and a neural architecture search algorithm. The aim of this approach is to jointly optimize the network's architecture and hyperparameters. In Figure 2, we illustrate the fundamental operations used to construct the EfficientNetV2 models, namely the MBConv and fused-MBConv structures. These building blocks play a crucial role in the efficient and effective representation learning capabilities of the models.

EfficientNetV2 models have demonstrated remarkable performance across a wide range of vision tasks, including image classification, object detection, and semantic segmentation. Through their refined architecture and carefully tuned hyperparameters, these models have achieved state-of-the-art results. One notable advantage of EfficientNetV2 models is their computational efficiency. They have been engineered to deliver impressive performance while minimizing the computational resources required for training and inference. This characteristic makes them particularly suitable for applications with limited computational capacity or strict latency requirements [25].

3.4. Model training and evaluation

The AI model was trained using a combination of the preprocessed images and extracted features [26], along with the assigned class weights. We employed appropriate training strategies, such as mini-batch stochastic gradient descent, to optimize the model's parameters [27]. To prevent overfitting, we employed techniques such as dropout regularization and early stopping. To assess the performance of the trained model, we conducted rigorous evaluation using various performance evaluation metrics, including accuracy, precision, recall, and F1-score [28]. These metrics provided insights into the model's predictive capabilities and its ability to accurately identify and classify skin diseases. In the next section, we present the experimental results and performance evaluation, shedding light on the impact of data balancing through classes weighting on the transfer learning performance for skin disease prediction.

4. EXPERIMENTAL FINDINGS AND ANALYSIS

In this section, we present the experimental findings and performance evaluation of our proposed approach, which focuses on utilizing classes weighting to improve transfer learning performance for skin disease prediction. We conducted two experiments to assess the effectiveness of our methodology: the baseline model with the default dataset and the TL model with classes weighting.
4.1. Experiment 1: baseline model with the imbalanced dataset

In the first experiment, we trained a baseline model using the default dataset structure without applying any data balancing techniques. This experiment allowed us to establish a performance baseline for comparison against the TL model with classes weighting. The performance evaluation of the baseline pre-trained model on the ISEC 2018 dataset demonstrates notable results. The model underwent training for 25 epochs with consistent configurations to ensure reliable comparisons. The obtained results illustrate the model's capacity to effectively classify the images within the dataset with a high degree of accuracy. To ascertain that the model does not suffer from issues of overfitting or underfitting, we conducted an analysis of the learning and validation curves for the baseline pre-trained model. Figure 3 showcases the accuracy and loss graphs, which provide insight into the model's performance. The training in Figure 3(a) and validation curves in Figure 3(b) are plotted, offering a visual representation of the model's learning progress and generalization capabilities.

![Figure 3. Training progress; (a) accuracy and (b) loss curves for the baseline model](image)

The accuracy graph depicts the upward trend of the model's accuracy on both the training and validation sets, indicating its ability to correctly classify the images, with the maximum accuracy being roughly 91-92%. Meanwhile, the loss graph demonstrates a declining trend, signifying the gradual reduction of the model's training loss and validation loss, with the least amount of loss reaching roughly 0.25-0.3. These observations further validate the robustness and effectiveness of the baseline pre-trained model on the imbalanced ISEC 2018 dataset. Despite the challenge of imbalanced data, the confusion matrix obtained by this model demonstrates significant values for the TP, TN, FP, and FN categories. These values indicate that the model has effectively captured the presence or absence of skin diseases, despite the data imbalance issue.

4.2. Experiment 2: TL model with classes weighting

In the second experiment, we trained the TL model using the same dataset but with the inclusion of classes weighting. This approach aimed to address the class imbalance challenge and improve the overall predictive performance of the model. To implement classes weighting, we calculated the weights for each class using the mathematical equations described in section 2. These weights were then incorporated into the loss function during training, assigning higher weights to the minority classes and lower weights to the majority classes. This study aims to delve into the proposed approach and examine how the relationship between the training and validation curves can be utilized to attain optimal performance in addressing the issue of data imbalance. The investigation focuses on harnessing the insights gained from the training and validation curves to effectively resolve the data imbalance problem. To illustrate this concept, Figure 4 presents the accuracy and loss graphs of the pre-trained model employing classes weighting data. The training in Figure 4(a) and validation curves in Figure 4(b) are plotted, allowing for a comprehensive visualization of the model's learning progress and generalization capabilities using the classes weighting approach.

To provide a comprehensive evaluation of the performance of the pre-trained classifier in the multi-class classification task utilizing the balanced dataset, the results were presented in the form of a confusion matrix, as depicted in Figure 5. The confusion matrix serves to clarify and elucidate the classification outcomes by displaying the distribution of predicted classes against the actual classes. This matrix enables a detailed analysis of the classifier's performance in accurately classifying various types of skin diseases. By examining the confusion matrix, valuable insights can be gained regarding the effectiveness and efficacy of the pre-trained classifier for skin disease classification.
Figure 4. Training and validation curves for the pre-trained model with classes weighting: (a) accuracy and (b) loss curves

Figure 5. Confusion matrix of the pre-trained model with balanced dataset

To further elucidate these findings, Table 2 encompasses the evaluation metrics employed to gauge the performance of the models. These metrics serve as quantitative measures to assess different aspects of the models’ performance, including accuracy, precision, recall, and F1-score. By incorporating these evaluation metrics into Table 2, a comprehensive summary of the models’ performance is presented, facilitating a comparative analysis of their efficacy in predicting skin diseases.

<table>
<thead>
<tr>
<th>Models</th>
<th>Loss (%)</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>Specificity (%)</th>
<th>F1-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1 (Imbalanced data)</td>
<td>8.57</td>
<td>92.27</td>
<td>51.67</td>
<td>94.65</td>
<td>47.54</td>
<td>66.84</td>
</tr>
<tr>
<td>Experiment 2 (Balanced data)</td>
<td>3.01</td>
<td>98.04</td>
<td>84.27</td>
<td>99.01</td>
<td>87.36</td>
<td>91.04</td>
</tr>
</tbody>
</table>

4.3. Results and analysis

The results of the experiments demonstrated the significant impact of utilizing classes weighting in improving the transfer learning performance for skin disease prediction. In the baseline model, trained without data balancing, we observed lower accuracy, precision, recall, and F1-score compared to the TL model with classes weighting. This outcome indicated that the default dataset structure alone was insufficient in effectively handling the class imbalance present in skin disease datasets. The model struggled to accurately predict the minority classes, leading to imbalanced, and biased results. In contrast, the TL model with classes weighting exhibited notable improvements across all evaluation metrics. By incorporating classes weighting, the model demonstrated enhanced sensitivity in identifying positive instances from the minority classes, resulting in a more reliable and accurate prediction of skin diseases.

4.4. Discussion

The experimental results highlighted the significance of data balancing through classes weighting in enhancing the predictive capabilities of transfer learning models for skin disease prediction. By appropriately
adjusting the weight assigned to different classes, we achieved more balanced and accurate predictions across all skin disease categories. The findings of this study have practical implications for the field of dermatology and healthcare. Accurate and early detection of skin diseases is crucial for timely interventions and effective treatment planning. Our proposed approach, with its improved transfer learning performance and class-balanced predictions, can serve as a valuable tool to support dermatologists and healthcare professionals in accurate diagnosis and decision-making processes.

5. CONCLUSION AND FUTURE DIRECTIONS

In this study, we have investigated the efficacy of data balancing through classes weighting to enhance TL performance for skin disease prediction. The results obtained from our experiments and performance evaluation have provided valuable insights and significant outcomes, underscoring the effectiveness of our proposed approach. Through our experiments, it was observed that data balancing through classes weighting plays a crucial role in mitigating the adverse effects of class imbalance on transfer learning models. By appropriately assigning weights to different classes, we achieved more balanced predictions across various skin disease categories.

Looking ahead, there are several promising avenues for future research in the fields of data balancing and transfer learning for skin disease prediction. Exploring additional data balancing techniques, such as oversampling or undersampling, could offer further insights and performance improvements. Furthermore, the integration of multi-modal data and evaluation of external validation datasets could provide a more comprehensive understanding of skin diseases and validate the effectiveness of our proposed approach.
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