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ABSTRACT

Based on the literature review, a convolutional neural network (CNN) is one of the deep learning techniques most often used for classification problems, especially image classification. Various approaches have been proposed to improve accuracy performance. In CNN architecture, parameter determination is very influential on accuracy performance. Particle swarm optimization (PSO) is a type of metaheuristic algorithm widely used for hyperparameter optimization. PSO convergence is faster than genetic algorithm (GA) and attracts many researchers for further studies such as genetic algorithms and ant colony. In PSO, determining the value of the weight parameter is very influential on accuracy. Therefore, this paper proposes CNN hyperparameter optimization using modified PSO with linearly decreasing randomized weight. The experiments use the modified National Institute of Standards and Technology (MNIST) dataset. The accuracy of the proposed method is superior, and the execution time is slower to random search. In epoch 1, epoch 3, and epoch 5, the proposed method is superior to baseline CNN, linearly decreasing weight PSO (LDW-PSO), and RL-based optimization algorithm (ROA). Meanwhile, the accuracy performance of the proposed method is superior to previous studies, namely LeNet-1, LeNet-2, LeNet-3, PCANet-2, RANDNet-2, CAE-1, CAE-2, and bee colony. Otherwise, lost to PSO-CNN, distributed PSO (DPSO), recurrent CNN, and CNN-PSO. However, the four methods have a complex architecture and wasteful execution time.

Keywords:
Convolutional neural network
Handwritten digit
Hyperparameter optimization
Modified National Institute of Standards and Technology
Particle swarm optimization

This is an open access article under the CC BY-SA license.

Corresponding Author:
Muhammad Munsarif
Department of Informatics, Universitas Muhammadiyah Semarang
Jl. Kedung Mundu Raya No. 18, Semarang, 50273 Jawa Tengah, Indonesia
Email: m.munsarif@unimus.ac.id

1. INTRODUCTION

Literally, convolutional neural network (CNN) is recognized as one of the most powerful deep learning models for accurately predicting handwritten recognition with high accuracy [1], [2]. Compared to other deep learning models such as deep neural network (DNN), recurrent neural network (RNN), and artificial neural network (ANN) in image classification [3]–[5], CNN exhibits higher accuracy and faster execution time. The CNN architecture consists of two main components Figure 1: the convolution layer used for feature extraction and the Fully connected layer used for the classification process. The feature extraction process plays a crucial role in determining prediction accuracy, leading many researchers to explore various CNN architectural models that can achieve optimal performance [6]. One particular focus of research on CNN architectural models is the optimization of parameters using a hyperparameter approach [7].
The convolution layer consists of a kernel that detects features of a certain size (usually 3×3 or 5×5). Each filter is convolved over all images with a specific stride value (typically 1 or 2). The presence of multiple convolution layers facilitates easier identification of deeper features. In CNN, the first convolution layer detects the edges of image pixels, while the second convolution layer detects simpler shapes and deeper features [8]. The output of the convolution process is connected through a non-linear activation function, commonly using the rectified linear unit (ReLU) as the default choice. Dimension reduction and preservation of data quality are achieved through the utilization of the MaxPooling layer, as depicted in Figure 2. Finally, a fully connected layer is added to the network as a classifier, often employing the multi-layer perceptron as the default choice.

The determination of optimal parameter values significantly impacts the performance of a CNN model. The importance of selecting appropriate hyperparameters in CNN models has been demonstrated in previous research. However, manual hyperparameter selection methods have limitations due to their time-consuming nature and lack of significant performance improvements [9]. Therefore, an automated approach to hyperparameter selection is necessary.

One effective automated approach for hyperparameter selection is the utilization of metaheuristic algorithms such as particle swarm optimization (PSO). PSO and other metaheuristic algorithms draw inspiration from natural phenomena and have been successfully applied to optimize CNN models [10], [11]. By leveraging PSO, researchers can efficiently explore the parameter search space and adaptively adjust particle positions to achieve optimal solutions [12], [13]. The strength of PSO lies in its ability to find optimal solutions relatively quickly [12]. Using PSO, researchers can improve the performance of CNN models through automated and efficient hyperparameter selection [14]. This algorithm helps overcome the limitations of manual selection methods, unlocks the potential to optimize complex parameters, produces superior, and effective CNN models.

In order to enhance the convergence performance of CNN models, researchers [15] have proposed an effective method known as linearly decreasing weight PSO (LDW-PSO) for optimizing hyperparameters. LDW-PSO utilizes parameter weights within the PSO algorithm to achieve higher efficiency. However, manual weight configuration has its limitations, including subjectivity and the lengthy optimization time required to reach optimal solutions. To overcome these limitations, an alternative approach called linearly decreasing randomized weight PSO (LDRW-PSO) has been introduced. LDRW-PSO automatically adjusts the weights using a linearly decreasing pattern, thereby improving the efficiency of hyperparameter optimization in CNN models. Additionally, LDRW-PSO expands the exploration of the parameter space by incorporating additional optimizer parameters such as Adamax, Nadam, RMSprop, Adadelta, Adgrad, and the “eLu” activation function. The performance of the proposed model is evaluated using metrics such as accuracy and execution time. By adopting the effective approach of LDRW-PSO, this research aims to address the limitations of manual weight configuration and optimize the hyperparameter selection process in CNN models.
The outline of this paper is as follows; section 2 describes PSO, CNN and related research. Section 3 describes method and section 4 describes the experiment and its results. The final section 5 describes concludes this paper.

2. RELATED WORK

CNN’s performance improvement has been widely studied. AlexNet type CNN architecture to improve accuracy and manual configuration of new parameters [16]. On the other hand, configuring the parameters using the algorithm on the CNN architecture is already done. Genetic algorithm [17], evolutionary algorithm [18], and PSO [19] was used for hyperparameter optimization. Using the CIFAR-10, they claim that the CNN classification based on hyperparameter optimization reaches 18.53% for 13 layers and 22.5% for 8 layers. However, this approach is more computationally wasteful. The accuracy of 98.97% with modified National Institute of Standards and Technology (MNIST) (when learning 5th epoch) and 73.40% with CIFAR-10 (when learning 10th epoch) by using new Q-learning RL-based optimization algorithm (ROA) for CNN hyperparameter optimization [20].

This article uses filter size, kernel, optimizer, batch normalization, dense, and activation functions for optimization hyperparameters. Parameter configuration automatically using distributed PSO (DPSO) can get the best CNN model globally with an accuracy of 99.25% for PSO and 99.2% for DPSO [21]. Parameter configuration can increase accuracy from 0.7% to 5.7% on Alexnet-CNN [22]. With CIFAR-10 dataset, the hyperparameter optimization approach using PSO with three mechanisms, namely vectorization acceleration coefficient, compound normal significant distribution, and linear estimation scheme, can produce a classification error of 8.67% [23]. 15 particles and 10 iterations on CNN hyperparameter optimization using PSO achieved 0.87% error testing with MNIST handwritten digit [24], 30 executions on CNN hyperparameter optimization obtained the best loss value of 0.04651067 [25]. Hybrid multi-level PSO-CNN produces good performance with 99.13% accuracy for MINST dataset [26]. Based on the related work, it can be seen that PSO is proven to improve CNN performance, especially hyperparameter optimization. Therefore, this article investigates evolving CNN based on LDRW-PSO hyperparameter optimization.

3. METHOD

Evolutionary algorithms (EA) have been shown to perform well for optimization problems. PSO as an EA that is often used for parameter optimization. The PSO algorithm contains several steps in detail Algorithm 1 where iter as the number of iterations, N as total number of particles. Each particle can update its position and velocity. Personal best (pBest) is defined by the best position. The best particle position whole group is defined by gBest and pBest each particle moves towards its new position, which is close to gBest and pBest, so that the optimal solution is found. The velocity (v) in (1) can update the particles move.

\[ v_{id}(t+1) = w \times v_{id}(t) + c_p \times r_p \times (pBest_{id} - x_{id}(t)) + c_g \times r_g (gBest_{id} - x_{id}(t)) \]  

(1)

where \(v_{id}\) as velocity of \(i-th\) particle in \(d\)-dimension, \(x\) as the current particle position, \(c_p\) and \(c_g\) as predefined constants called acceleration factors, \(r_p\) and \(r_g\) as random number in [0,1]. Next, the update position is formulated as (2):

\[ x_{id}(t+1) = x_{id}(t) + v_{id}(t+1) \]  

(2)

\(w\) as a weight parameter has a significant effect on convergence. \(w\) is formulated as (3):

\[ w(iter) = \max(iter)^{\frac{\max(iter) - \text{iter}}{\max(iter) - \minw}} \times (\maxw - \minw) + \minw \]  

(3)

where \(\max(iter)\) is the maximum number of iterations the PSO is allowed to continue, \(\maxw\) and \(\minw\) are the maximum and minimum weights to be specified.

Algorithm 1. Pseudoede of PSO

Input: iter =0, v dan x of all particles, pBest and gBest

while iter ≤ max(iter) do
  for i = 1 to N do
    for j = 1 to D do
      Update the velocity and position of the particles by using (1) and (2)
  end

The outline of this paper is as follows; section 2 describes PSO, CNN and related research. Section 3 describes method and section 4 describes the experiment and its results. The final section 5 describes concludes this paper.
Calculate the evaluation value of particle $i$

```plaintext
if $f(x_i^{iter+1}) < f(pBest_i^{iter+1})$ then
    $pBest_i^{iter+1} = x_i^{iter+1}$
end
end

$k = \text{argmin}_i f(pBest_i^{iter+1})$

```  

```plaintext
if $(x_i^{iter+1}) < f(pBest_i^{iter+1})$ then
    $pBest_i^{iter+1} = x_i^{iter+1}$
end
end
```

In order to design a CNN architecture based on hyperparameter optimization, this article uses improved PSO with linearly decreasing randomized weight. The CNN architecture of the LeNet-5 type is enhanced by optimizing parameters such as filter size, kernel, optimizer, dense, and activation functions. This article also optimizes batch normalization and epochs for the best accuracy. In detail, Table 1 shows the configuration of the hyperparameter values.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Baseline</th>
<th>Optimization value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of filters in C1</td>
<td>6</td>
<td>4 – 100</td>
</tr>
<tr>
<td>Number of filters in C2</td>
<td>16</td>
<td>4 – 100</td>
</tr>
<tr>
<td>Size of kernel in C1</td>
<td>5</td>
<td>3, 5, 7</td>
</tr>
<tr>
<td>Size of kernel in C2</td>
<td>5</td>
<td>3, 5, 7</td>
</tr>
<tr>
<td>Activation function in C1</td>
<td>&quot;sigmoid&quot;</td>
<td>&quot;sigmoid&quot;, &quot;tanh&quot;, &quot;relu&quot;, &quot;selu&quot;, &quot;elu&quot;</td>
</tr>
<tr>
<td>Activation function in C2</td>
<td>&quot;sigmoid&quot;</td>
<td>&quot;sigmoid&quot;, &quot;tanh&quot;, &quot;relu&quot;, &quot;selu&quot;, &quot;elu&quot;</td>
</tr>
<tr>
<td>Activation function in FC1</td>
<td>&quot;sigmoid&quot;</td>
<td>&quot;sigmoid&quot;, &quot;tanh&quot;, &quot;relu&quot;, &quot;selu&quot;, &quot;elu&quot;</td>
</tr>
<tr>
<td>Activation function in FC2</td>
<td>&quot;sigmoid&quot;</td>
<td>&quot;sigmoid&quot;, &quot;tanh&quot;, &quot;relu&quot;, &quot;selu&quot;, &quot;elu&quot;</td>
</tr>
<tr>
<td>Number of neurons in FC1</td>
<td>120</td>
<td>4 – 200</td>
</tr>
<tr>
<td>Number of neurons in FC2</td>
<td>84</td>
<td>4 – 200</td>
</tr>
<tr>
<td>Batch size in the training</td>
<td>10</td>
<td>10 – 100</td>
</tr>
<tr>
<td>Optimizer</td>
<td>SGD</td>
<td>SGD, Adam, RMSprop, Adadelta, Adagrad, Nadam, and Adamax</td>
</tr>
</tbody>
</table>
```

The accuracy value is a fitness function to determine the optimal hyperparameter value. The flow chart of the proposed approach is shown in Figure 3. The experimental process begins by adjusting the position and speed of each particle. Secondly, every particle is executed by CNN. The position, speed, pBest, and gBest are updated based on the accuracy of step 2. This process is repeated until the best gBest parameter is found.

![Figure 3. The flowchart of proposed method](image-url)
4. RESULTS AND DISCUSSION

This paper uses a handwritten size of 28×28 pixels grayscale from 0-9 divided by 60,000 training and 10,000 testing on the MNIST dataset to evaluate the proposed algorithm. A sample of MNIST dataset is shown in Figure 4. In this experiment, LDRW-PSO is set swarm size and the number of iterations is 10, acceleration factors (c1 and c2) are 2.0. In the experiment, optimization was carried out with LDRW-PSO every 5 epochs, and learning was done using the obtained parameters. A random search algorithm is also presented to compare the prediction accuracy and execution time shown in Figure 5.

![Figure 4. A sample of handwritten digit](image)

Figure 4. A sample of handwritten digit

Figure 5(a) shows that LDRW-PSO is superior to random search on accuracy performance, while Figure 5(b) shows that LDRW-PSO is slower than random search on execution time performance. Accuracy performance is affected by hyperparameter optimization, where Adamax optimizes LDRW-PSO and Nadam optimizes random search. Based on convergence, Adamax is more optimized than Nadam.

![Figure 5. The comparison performance of LDRW-PSO and random search; (a) time execution and (b) accuracy](image)

Figure 5. The comparison performance of LDRW-PSO and random search; (a) time execution and (b) accuracy

Figure 6 illustrates the accuracy of CNN optimized by LDRW-PSO vs the accuracy of CNN optimized by the existing algorithm (baseline CNN, LDW-PSO [10], and ROA [15]). LDRW-PSO outperformed the existing algorithm in epoch 1, epoch 2, and epoch 5. The best accuracy on CNN optimized by LDRW-PSO when learning 5 epochs is 99.09%, which is better than 97.62%, 98.95%, and 98.97% on CNN without optimization, CNN optimized by LDW-PSO and ROA, respectively.

Furthermore, this paper also compares the proposed method vs previous studies are detailed in Table 2. PSO-CNN that automatically searches for meaningful CNNs architectures with PSO algorithm, DPSO, LeNet-1, LeNet-4, LeNet-5, recurrent CNN that incorporates recurrent connections into each convolutional layer, PCANet-2, RANDNet-2 that employed the principal component, binary hashing, and block-wise histograms analysis to the deep learning network, CAE-1 and CAE-2 that present an approach for training deterministic auto-encoders, PSO-CNN and bee colony, LDW-PSO, ROA. Table 2 shows that the
proposed method produces an accuracy of 99.09% and can be improved with more learning epochs. This accuracy can compete with previous studies except for psoCNN, which creates an accuracy of 99.56%. PSO-CNN has a more complex architecture and complicated coding strategy so that it consumes extravagant execution time. DPSO produces an accuracy of 99.20% with almost the same characteristics as PSO-CNN, except in the mixed variables. In addition, recurrent CNN has a test accuracy of 99.69% but cannot produce the best configuration, and the hyperparameter range is limited, meaning that this model is not optimized because it uses repeated connections. LeNet-1, LeNet-4, and LeNet-5 obtained a testing accuracy of 98.30%, 98.90%, and 99.05%, respectively. These networks have a small number of parameters with different types of a last-layer classifier. Principal component, binary hashing, block-wise histogram analysis used for deep learning network on PCANet-2 resulted in 98.96% accuracy, and RANDNet-2 yielded 98.73% accuracy. The auto-encoder deterministic learning or CAE-1 and CAE-2 yielded 97.17%, and 97.52%, respectively. Accuracy on PSO-CNN is 99.13%. This model uses 100 epochs and limited hyperparameters. i.e., convolution layers number is 2, and convolution kernel size is 1-8, number of kernels is in the range 1-128, neurons numbers in the fully connected layer is the range 1-300.

![Figure 6. The comparison accuracy of proposed algorithm and existing algorithms](image)

Table 2. The comparison of MINST classification accuracy of the state-of-the-art methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPSO [16]</td>
<td>99.20</td>
</tr>
<tr>
<td>LeNet-1 [27]</td>
<td>98.30</td>
</tr>
<tr>
<td>LeNet-4 [22]</td>
<td>98.90</td>
</tr>
<tr>
<td>LeNet-5 [22]</td>
<td>99.05</td>
</tr>
<tr>
<td>Recurrent CNN [28]</td>
<td>99.69</td>
</tr>
<tr>
<td>PSONet-2 [29]</td>
<td>98.94</td>
</tr>
<tr>
<td>RANDNet-2 [24]</td>
<td>98.73</td>
</tr>
<tr>
<td>CAE-1 [30]</td>
<td>97.17</td>
</tr>
<tr>
<td>CAE-2 [25]</td>
<td>97.52</td>
</tr>
<tr>
<td>Bee colony [19]</td>
<td>98.98</td>
</tr>
<tr>
<td>LDW-PSO [10]</td>
<td>98.85</td>
</tr>
<tr>
<td>ROA [15]</td>
<td>98.97</td>
</tr>
<tr>
<td>Proposed method</td>
<td>99.09</td>
</tr>
</tbody>
</table>

5. CONCLUSION

This paper proposes randomized weights for PSO, i.e., LDRW-PSO on CNN hyperparameter optimization. Based on experiments using the MNIST dataset. The accuracy of the proposed method is superior, and the execution time is slower to random search. In epoch 1, epoch 3, and epoch 5, the proposed method is superior to baseline CNN, LDW-PSO, and ROA. Meanwhile, the accuracy performance of the proposed method is superior to previous studies, namely LeNet-1, LeNet-2, LeNet-3, PCANet-2, RANDNet-2, CAE-1, CAE-2, and bee colony. Otherwise, lost to PSO-CNN, DPSO, recurrent CNN, and CNN-PSO. However, the four methods have a complex architecture and wasteful execution time.
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