YOLO-based object detection performance evaluation for automatic target aimbot in first-person shooter games
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ABSTRACT

First-person shooter (FPS) focuses on first-person perspective action gameplay, with gunfights usually giving the player a choice of weapons, significantly impacting how the player approaches or strategies [1]. FPS games usually accommodate realistic models such as weapon shapes and accuracy, specific rates of fire, and magazines with an actual amount of ammunition [2]. Avatars represent FPS players. Thus, players see the surrounding environment using the avatar’s eyes. In FPS, avatars only see arms and properties gripped by the hands. Compared with third-person shooter games or other shooter games, FPS game does not have a camera mode that can change the angle of view to see in a better position. The only way to look around is to move the body in the direction of sight. With this point of view, FPS games are also often used in several other types, such as racing and simulator games, where players act as drivers or pilots in a vehicle. Some examples of popular and early FPS games are Doom, Quake, Deus Ex,
Aliens Vs. Predator, Wolfenstein 3D, and Half-Life. Half-Life became the most influential FPS game ever made [3]–[7].

FPS requires a mouse to aim and shoot the enemy accurately. Nevertheless, novice players face a common problem. They are usually slow while using the mouse to respond to surrounding situations. Some players use aimbot injection to improve aiming and targeting accuracy. This method automatically controls the mouse and keyboard by injecting a program code using a memory-hacking technique with a dynamic-link library (DLL). This program code will manipulate memory and asset data from the game to control computer input devices. Many preventive actions have been published to stop this fraud. One of the most popular methods for detecting the tool hacking game is distinguishing users using the signature-based or heuristic-based memory injection technique [8]. An alternative solution should be established to stop cheating while helping newbies understand the games well.

Object detection computer vision technology has progressed rapidly. Up to ten years ago, object detection was still completed using the extraction feature. This feature is comparatively complicated, especially if the detected object is highly different from the detected object in the training process. Recently, we had you only look once (YOLO), one of the most popular object detections. It is a revolutionary object detection method that uses deep machine learning and non-max suppression, offering the capacity to identify an object within an illustration and its location. Thus, one of the superiorities of YOLO is its ability to detect an object and its location in real time. Consequently, many studies have used YOLO as their object detection tool [9]–[18].

FPS games are a system that runs sequentially at high speed, currently the standard used in FPS games is 60 frames per second. If you use an aimbot, the model and computing of the aimbot will greatly affect the speed and accuracy of detection in the game. Developing an aimbot system using a high accuracy model such as YOLO will increase its ability to shoot targets precisely. The drawbacks of using YOLO need to be taken into account considering that this system must run at high speed.

This study aims to develop a new fair aimbot for an FPS game without hacking memory injection. Instead, we used the natural hacking technique through the game screen shoot technique and enemy detection using YOLO. Further, this system will respond by automatically directing the pointer to shoot into the target enemy, allowing the player to trigger a shoot using the mouse manually. The time detection and aim responses were tested using several YOLO versions, from YOLOV3 to YOLOV6 [19]–[22]. The target shoot accuracy was also evaluated and discussed in the discussion session. For the testing in this study, we used several games, such as Point Blank, Counter-Strike: Global Offensive, Far Cry New Dawn, and Sniper Ghost Warrior Contract 2. Meanwhile, for the screen shoot technique, we constructed low-level library programming using WIN32 application programming interface (WIN32 API), ensuring that the process was performed in real time. From the results of our study, future studies are expected to detect the fraud identified in this research.

This study developed a fair aimbot, which aids game players in completing their mission. However, this development was only completed to analyze the performance of convolutional neural networks (CNNs) object detection, especially YOLO, on real-time cases with relatively high FPS. Several studies have investigated aimbot, but none of them examines the use of CNN (YOLO) as a target aiming at FPS games [8], [23]–[29]. This cheat can be classified as brand-new as it is tough to detect, primarily in the object detection process using an external instrument, such as a camera [24].

Many research articles have discussed the implementation of object detection in games since it is one of the computer vision topics with a quite lengthy discussion. Universally, the recently available object detection is divided into two: object detection based on neural networks and object detection with approaches other than neural networks. Among the object detection with other than the neural networks approach, the most popular ones are template matching [30], feature matching such as orient fast and rotated BRIEF (ORB) [31], scale invariant feature transform (SIFT) [32], speeded up robust features (SURF) [33], histogram of oriented gradients (HoG) [34], and haar cascade classifier [35]–[38]. Template matching is a traditional technique rarely used in recent days with their own library on OpenCV, such as the square difference, normalized square difference, cross correlation, normalized cross correlation coefficient, and normalized cross coefficient [39]–[41]. The non-neural network technique was commonly used until ten years ago when neural network-based object detection started progressing.

This study is expected to be a turning point as it offers high accuracy with a robust algorithm representing the global object, not the object detection model with a specific algorithm. The neural network technique presents excellent robustness on uncommon or even partly imperceptible objects, resulting in the increasing popularity of neural network-based object detection. Examples of neural network-based object detection are region-based (cascade R-CNN [42], faster R-CNN [43], fast R-CNN [44], R-CNN [45]), YOLO, single shot multibox detector (SSD) [46], retina-net [47], deformable convolutional networks [48], [49], and single-shot refinedet (refinement neural network for object detection) [50].
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2. RESEARCH WORKS

2.1. First-person shooter

3D FPS game is one of the currently popular game genres. This game is complex and fast-paced, especially its multiplayer mode. Accordingly, the players should have relatively excellent and effective navigation skills to go through the 3D environment, target the opponent, and avoid obstacles. This FPS game requires extended learning duration, so a higher playing duration enhances the players’ skills and capability.

Two of the earliest FPS video games are Maze War and Spasim. Maze War was initially developed in 1973. One example frame of the Maze War game can be seen in Figure 1(a). Further, the game was subsequently developed at the Massachusetts Institute of Technology, culminating in an eight-player version that could be played through the advanced research project agency network (ARPANET) [51]. Additionally, Doom, Quake, and Counter-Strike mods from Half-Life are examples of successful PC games that substantially influence the global game industry. One example frame of Counter-Strike can be seen in Figure 1(b). Currently, the shooter game is dominated by mobile games with an extensive market, for instance, Doom Android version, PuBG, Call of Duty Mobile, StandOff 2, and so forth [52].

![Figure 1](image1.png)

Figure 1. One example frame of the Maze War game; (a) Maze War game and (b) Counter-Strike: Global Offensive

...In general, an FPS game is a 3D game where the player plays a character with a specific ability. Mostly, the mission of the FPS game circulates around fighting the opponent team by shooting them. The team that no longer has a member is declared lost, and the next round begins. This cycle is continuously repeated. Further, the games popularity is affected by different weapons being offered, interesting game arena, surprises, team strategy, and team collaboration. Further, the multiplayer feature allows the same game to be played by several players in different places, which also improves the games popularity. This genre has been frequently included in the e-sport team competition. Additionally, FPS games have been occasionally used as war simulations to enhance the war skills of the army troop.

The FPS game is operated by controlling the virtual character by running, walking, and jumping in all directions. The characters collaborate to eliminate the opponent team members rapidly. In PC games, the character can be easily controlled using a keyboard than in the console game, which is regulated using a joypad. Recently, mobile FPS games present the easiest character control through the touch screen. Besides, the character can attain different types of weapons with distinct capacities that can be used to attack the enemy. The accuracy and pace in selecting the weapon become one of the agility parameters in the game. The individual FPS player’s skills can be observed from their ability to use the weapon,bullet, and war accessories ownership, accurate movement, precise hiding time, speed of movement, pace in shooting the target, and capacity in navigating direction from the map. Besides, the player’s skills are also reflected in their ability to formulate team strategies, positioning the game to be extremely challenging.

2.2. Aimbot

Aimbot is a type of cheating in FPS games that modifies the players infrastructure [26]. One of the most significant challenges in FPS games is directing the pointer into the target opponent using a mouse. This process should be carried out rapidly to lower the opponent’s chance of shooting our character. Additionally, the difficulty in directing the pointer increases due to some conditions, such as we can paralyze our opponent faster if we execute the weapon on our target’s head.
Figure 2 shows the example of crosshair in Call of Duty: modern warfare 2 games. The crosshair in FPS games usually placed in the middle of the screen, and main mission for the player is to aim crosshair/middle screen for shoot target. The player only has to trigger the shoot, commonly using a left click on the mouse at very high speed. This speed is an important challenge if the player would win the competition. As suggested by its name, aimbot represents the automation of aiming the crosshair pointer at the opponent target without manually moving the mouse. In simple terms, the aimbot detects the target’s coordinates and then moves the pointer to the detected coordinate in real time. The pointer-moving process can be completed using I/O device acquisition through a specific algorithm. Meanwhile, the coordinate detection process can be carried out using a number of means related to image processing, such as detecting a human object’s movement or presence. Alternatively, we can manipulate the system from the active thread using DLL injection or memory manipulation technique. However, the system manipulation technique can be detected easily. Several methods have been reported capable of detecting this system manipulation, such as the techniques reported in [8], [23], [26]-[29], [53]-[58]. Almost every FPS game has been completed with an auto cheat rejector tool that stops the game whenever the cheat is detected. However, in this study, we used several games that can still be operated using our proposed aimbot.

2.3. YOLO object detection

The aimbot development carried out in this study consists of several stages. One of the stages is the target detection process which detects the opponent character. Concerning target detection, computer vision technology, including object detection, has rapidly progressed in the last ten years. Even though artificial intelligence has been widely implemented, great difficulties in recognizing objects are still faced. Additionally, object detection should have been placed in every image area in the previous years, inhibiting its implementation in authentic cases, such as in an autonomous car, video processing, biometrics, or real-time object detection of games. YOLO object detection uses the modified GoogleNet CNN architecture as its image recognition tool. Generally, the architecture of GoogleNet consists of 22 layers in depth or a total of 27 layers in pooling. The network has 100 layers [59] and nine inception modules in linear order. Meanwhile, the network of YOLO consists of 24 convolutional layers, followed by two fully connected layers. Unlike GoogleNet, this network also uses module inception consisting of 1x1 reduction layer and 3x3 convolutional layers [9].

The architecture of YOLO version 3 or YOLOV3 is illustrated in Figure 3(a). Practically, several studies have applied more advanced version of YOLO, from YOLOV4 to YOLOV7 [20], [22], [60], [61], but in this study, we only used YOLOV3 to YOLOV6 since YOLOV7 was just newly published the moment we conducted this study. Further, object detection is completed using unified detection. In this process, a single frame is divided into grid cells, and every grid cell predicts the bounding box of the detected object and provides a confidence score on each box. Besides, the grid cell also predicts the conditional class probability. Then, the predictions are selected based on the class per grid cell probability value to avoid the bounding box getting piled up in the same object, commonly known as the non-max suppression technique [9]. Illustration of detection process using grid cell on YOLO object detection can be seen in Figure 3(b). The algorithm for YOLOV3 is described in the following:

- The input of the image;
- Pass the image through a series of convolutional and max pooling layers to extract features from the image;
- By using the available features, the objects within the image are predicted through a combination of bounding boxes and class probabilities.
− Use non-maximum suppression to remove overlapping bounding boxes and refine the predictions;
− Output in the form of the final set of bounding boxes and class probabilities for each object in the image.

![Figure 3. Convolutional block of; (a) YOLOV3 architecture and (b) illustration of detection process using grid cell on YOLO object detection](image)

YOLOV4 and YOLOV5 have been enhanced in a variety of ways, such as in their use of more efficient network architecture and incorporating more techniques like mish activation and ghost normalization to improve their performance. Additionally, YOLOV4 and YOLOV5 also use different approaches to improve object detection accuracy, such as multi-scale predictions and assembling multiple models. The difference in each YOLO version is in their technical specification in which the YOLOV3 uses backbone Darknet53, YOLOV4 uses CSPDarknet53, while YOLOV5 uses focus structure with backbone CSPDarknet53. Focus layer was adopted in YOLOV5 to replace the initial three layers used in YOLOV3. The focusing layer presents some superiorities, such as lower use of compute unified device architecture (CUDA) memory, reduced layer, and enhanced forward and backward propagation [62].

2.4. Screenshoot

General games, including FPS, require a quick or real-time response, so the screenshot technique should operate expeditiously. The game with a frame rate of 60 FPS is expected to perform all the processes, from the screenshot to target auto aim, at above 45 FPS frame rate. In this study, we used several types of screenshots, namely Python-multiple screenshots (MSS), PyAutoGUI, PIL, and D3Dshot [63]. MSS is written using ctype on Phyton. The module has been integrated into the library Numpy and OpenCV. These modules are the popular tool frequently used in the window screenshot before the recognition process. Additionally, some studies reported that MSS presents faster computation than PyAutoGUI. Thus, we used these four modules in this study.

2.5. Nvidia single and mixed precision

Nvidia single precision is a type of floating-point representation that uses 32 bits to store a numerical value. Single precision is often used in applications that require high performance and low memory usage, such as video games and scientific simulations. In contrast, Nvidia mixed precision uses both single precision and half-precision, which uses only 16 bits per value. Mixed precision allows for a higher level of computational performance by using half-precision for certain parts of a calculation while maintaining the overall accuracy of the calculation by using single precision for the most important parts. This can lead to a significant increase in performance, especially for complex calculations that involve a large amount of data.

3. METHOD

In simple terms, the flowchart block of our system is illustrated in Figure 4. In detail, the processes of our system are described in the following:
− Load model

The initial stage is the load model. The load model was completed using a pre-trained model, which had been trained using common objects in context (COCO) dataset [64] and only adopted the person class. Here is the steps for loading the model; preparing dependencies and library to use graphics processing unit (GPU) acceleration loading model configuration in yolo*.cfg and model weights in yolo*.weights.
− Real-time screenshot
  In this stage, screenshot is done in the selected window of the game by attaining the captured frame in real-time to be processed as image input. The image input would be further processed by the YOLO model. In this study, screenshot is implemented using MSS, PyAutoGUI, PIL, and D3Dshot. Here are the steps for real-time screenshot; find target window-capture screen content using Windows graphics device interface (GDI) or Direct3D-accessing frame buffer-compressing image-encode screen content into a specific buffer image format-preview screen content on local screen-adjust frame rate dynamically.
− Pre-process
  After the frame was obtained from the screen capture, the image input was resized following the YOLO requirement into 320x320. The format of image input is then altered into BLOB (object 4D NumpyArray), consisting of images, channel, width, and height. Here are the steps for pre-processing images; resizing image to fit with YOLO requirements (320x240)-ordering channel in RGB colorspace-altered image input into BLOB (4D NumpyArray object).
− Detection
  The inference on YOLO was completed in detecting the person object using the input image that had been pre-processed. Then, the program detected the input image. As the system only detected persons, other objects were not detected. This person detection process was completed using pre-trained models YOLOv3, YOLOv4, and YOLOv5, which had been trained using the COCO dataset. Here are the steps for object detection process; initiate list of corresponding bounding box and confidence value-loop every output layer by extracting the id class and confidence value probabilities from every detected object-draw the bounding box.
− Non-max suppression
  After that, non-max suppression was carried out to filter the overlap or duplicated detection on every bounding box with intersection over union (IoU)>0.5. Here are the steps for non-max suppression process:
  a. Select the proposed entity box with the highest confidence score, remove it from B (a list of proposal boxes) and add it to the final proposal list D (a list of filtered proposals), initially D is empty
  b. Compare these proposals with all proposals and calculate the IoU of this proposal with every other proposal.
     If the IoU is greater than the threshold N, remove the proposal from B
  c. Take the proposal with the highest confidence from the remaining proposals in B, remove it from B and add it to D
  d. Calculate the IOU of this proposal with all the proposals in B and eliminate the boxes that have an IOU higher than the threshold value
  e. Repeat the process until there are no proposals left in B
− Calculate crosshair distance
  In this stage, we calculated the distance between the detected objects using the game’s crosshair. Crosshair is the center point of the target aim. It never transmigrates and always stays in the middle. To calculate it, we needed to extract the values from the bounding box, namely the x, y, w, and h generated from the YOLO model. Further, the closer distance from the detected person object was calculated by comparing the distance of every detected object. Then, the closest object was selected as the input for trigger mouse movement.
− Trigger mouse movement
  After the distance coordinate was obtained, we executed the trigger to simulate the movement by clicking the mouse. This mouse movement input refers to the x, y, w, and h points extracted from the bounding box. The testing was carried out using 51 data frames on every game. Those 51 data were calculated using the confusion matrix and the number of detected FPS numbers. Figures 5(a) to (d) shows the example of the data set for calculating the confusion matrix, precision, recall, and accuracy for Counter Strike, Far Cry New Dawn, Point Blank, and Sniper Ghost Warrior games.
4. RESULTS AND DISCUSSION

In this study, the YOLO’s network was trained using the COCO dataset, especially the person category. The less clear object detection may be caused by the real person object data used in the COCO dataset training, which used natural clothing (military uniform) without carrying the military properties, such as the weapon. In previous research, creating an aimbot was carried out using memory injection. Memory injection is impossible in multiplayer streaming games because it is automatically detected as a cheat act. This research creates an aimbot from outside the system by screen capturing, specifically using screenshots on the same device, such as MSS, PyAutoGUI, PIL, and D3Dshot. Figure 6 shows 4 FPS games that passed and could use the aimbot screenshot model without being detected as a cheating act.

Figures 6(a) to (d) presents some examples of 3D avatars completed with the general properties and relatively different texture detail in the same resolution. In addition, the graphic detail in the game also highly influences the detected results. In the Counter Strike Global Offensive and Point Blank games as shown in Figures 7(a) and (b) for human characters use closed clothing with less detailed 3D graphics. In contrast, the avatar in Far Cry New Dawn as shown in Figure 6(c) uses open clothing with more detailed 3D graphics with similar resolution as other games. Meanwhile, Sniper Ghost Warrior Contract 2 as shown in Figure 6(d) has a similar texture as Counter-Strike and Point Blank but with more complex 3D graphics.

The results of several testing showed that the 3D human avatar using a military uniform or combat suit completed with the war properties are more challenging to be detected than the character model using casual clothing. Thus, we found a significant difference in detecting the human avatar. The experiment was carried out in real-time using many games. The test was conducted on YOLOV4 with 320×240 half precision game resolution. The object detection test results were relatively excellent, as shown in Figure 7. Figure 7(a)
shows that the object can be significantly detected using the telescopic mode. Meanwhile, Figures 7(b) to (e) show that the object can be detected ideally, even if they are in tiny sizes, such as in Figures 7(b) and (e). Figures 7(c) and (d) also show that the object holding property, such as the long gun, still can be detected precisely, while in Figure 7(f), even if a pillar covers a person’s object item, it is still identified correctly.

![Figure 7](image_url)

**(Figure 7)** Realtime testing of several daytime scenes in telescopic mode of Sniper Ghost Warrior Contract 2 game; (a) normal object, (b) normal and small object, (c) normal object bring gun, (d) small object bring gun, (e) two small objects, and (f) object with incomplete body captured

Interestingly, the objects wearing relatively thick and complete clothing were still identified accurately. However, during the day, some objects were not detected as their colors were less in contrast with the background color. In some other scenes, objects were always detected so long as they had a highly distinctive color from the background. However, sometimes the system only detected one-third or a quarter of the upper body part of the object. Besides, the object position, whether it faces the front, back, or sides from the camera, presents minimum effects on the results of object detection. The examples of scenes with human avatars in different positions from the camera are shown in Figure 8, suggesting that the object was still detected accurately.

In addition, Figure 8 presents the testing results in real-time during the night scene. The results suggested that almost every object can be detected thoroughly. Figures 8(a) and (e) show excellent object detection, even if the system only detects the person avatars head and some part of its shoulder due to other objects covering the other parts. Besides, the person objects on those Figures also did not face forward, but on the sides. Meanwhile, Figures 8(a) to (f) shows proper object detection, even if the objects are small in size. However, as presented in Figures 8(d) to (f), some character objects were not correctly identified, such as the ones standing behind a truck, above the safety fence, and the airplane wings. These objects are undetected because they stand behind other objects with similar color or in relatively dark places.

The experiment results also suggested that the person object can be clearly detected even in a dark scene, as long as the objects have a contrast color to the background. From the experiment on various games, we obtained similar results accuracy. The detailed accuracy of our results is shown in Table 1.

The experiment results in the night scene showed that YOLO has excellent object detection, even in objects with relatively high noise. YOLO’s great object detection capacity is confirmed by its ability to detect 37 from a total of 41 random-person avatars in some different scenes. Besides, we observed relatively similar computation in the day and night scenes, with an average of 15 FPS. This low FPS can be caused by the comparatively high computation from YOLOV4, primarily in the mixed precision. Figure 9 presents the experiment’s results conducted in real-time on the day and night scenes using a telescope display and YOLOV4 with different parameters and the same resolution.

The top left of Figure 9 shows the picture obtained using YOLOV4 MP-FP16 in an average of 15 FPS, with the highest and lowest FPS at 12 and 17, respectively. The results showed excellent object detection, even if it appears on a microscopic scale on the screen. However, we do not suggest this FPS value because it is insufficient for the aimbot. Meanwhile, the top right of Figure 9 is the result obtained from using YOLOV4 tiny MP-FP16, with an average FPS of 24, with the lowest and highest FPS of 20 and 26, respectively. This figure shows that the object is not captured correctly. Computationally, the YOLOV4 tiny
MP-FP16 is better than the original YOLOV4, but its results are less accountable to be used in the aimbot. Lastly, the lower part of Figure 9 shows the night scene obtained using the single precision original YOLOV4, with an average 8.5 FPS value. With a meager FPS value, the obtained results have great accuracy, even if only small parts of the object appear within the image.
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Figure 8. Real-time testing on several night scenes in telescopic mode of Sniper Ghost Warrior Contract 2 game: (a) small incomplete and normal size body, (b) small size bodies perfectly detected, (c) small size body, (d) one undetected body having similar color with background object, (e) one undetected body with darker scene and having similar color with background object, and (f) one undetected with too small size body
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Figure 9. Real-time experiment on day and night using telescope
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Table 1. Results of accuracy, precision, and recall of Point Blank and Far Cry New Dawn from experiment using different types of YOLO

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Region</th>
<th>Point Blank</th>
<th>Far Cry New Dawn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Precision</td>
<td>Accuracy</td>
</tr>
<tr>
<td>YOLOV5S</td>
<td>22x29px</td>
<td>0.568</td>
<td>1</td>
</tr>
<tr>
<td>YOLOV3 320x320+mixed prec</td>
<td>20x37px</td>
<td>0.313</td>
<td>1</td>
</tr>
<tr>
<td>YOLOV4 320x320+mixed prec</td>
<td>42x101px</td>
<td>0.313</td>
<td>1</td>
</tr>
<tr>
<td>YOLOV3 tiny+mixed prec</td>
<td>36x103px</td>
<td>0.254</td>
<td>1</td>
</tr>
<tr>
<td>Average</td>
<td>Average</td>
<td>0.435</td>
<td>1</td>
</tr>
</tbody>
</table>

In Figure 10, we can observe the obtained results from a similar frame using different versions of YOLO. These frames have profoundly high detection difficulty in which the person’s objects are on a microscopic scale, carrying a long-barreled weapon, facing the sides, and in a relatively dark environment close to the edge of the telescopic camera. In both day and night scenes, all the YOLOV4 cannot detect the objects correctly, even the YOLOV4 single precision (top left and top right pictures of Figure 10). Meanwhile, like the previous experiment, the YOLOV4 tiny (bottom right picture of Figure 10 presents
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YOLOV5s result presented in the bottom right of Figure 10 shows successful object detection but with only 31% accuracy and a better FPS value (17 FPS) than the original YOLOV4.

Figure 10. Comparison of detected results on similar frame using different versions of YOLO

In addition, the YOLOV4 single precision detects an object with 38% accuracy, as shown in Figure 11. This success is caused by the object’s location on the outside edge of the telescope’s dark area, so it has a relatively higher contrasting color than the background. we also experimented using a confusion matrix consisting of several elements. The true positive (TP) represents the number of objects detected accurately, while the true negative (TN) shows the number of objects not detected accurately.

Figure 11. Experiment results using YOLOV4 at 320x240 resolution with object positioned in the center

Additionally, false positives (FP) represent the incorrect detection of an object outside the image, and false negatives (FN) show the incorrect detection of an object within the image. The results of the confusion matrix on 51 experiment data with small-scale selected randomly are shown in Figures 12(a) to (d). In Figure 12(a) can be seen that game Point Blank obtained the best accuracy value of 56.86% using YoloV5s. Figure 12(b) shows that game Counter Strike: Global Offensive got the best accuracy result of 86.27% using YoloV4 320x240+mixed precision. In Figure 12(c) Far Cry New Dawn game got the best accuracy of 92.15% using YoloV5s. Whereas in Figure 12(d) for game Sniper Ghost Warrior Contracts 2 the best accuracy results are 84.31% using YoloV4 320x240+mixed precision. Comprehensively, the obtained accuracy on every game is different, as listed in Table 2. From the experiment using YOLOV5, YOLOV4, and YOLOV3, Point Blank present the lowest object detection than the other games. Meanwhile, Far Cry New Dawn attains the topmost accuracy using YOLOV5.

However, these accuration results need further analysis. Following the experiment results, the accuracy is affected by several reasons, such as the number of scenes with a similar background and foreground color range, objects detail, the color and texture of the objects clothing, and the objects properties. The results of classification accuracy for all games tested is 0.649, while their precision is 0.987, and their recall is 0.612. The obtained FPS value from the experiment carried out using different YOLO versions and the averages are shown in Table 2.
Figure 12. Experiment test results on several games using different YOLOV4 versions; (a) game Point Blank obtained, (b) game Counter Strike, (c) game Far Cry New Dawn, and (d) game Sniper Ghost Warrior Contracts 2

Table 2. Comparison of FPS from experiment using different YOLO versions and central processing unit (CPU), GPU spectral-level parallelism (SP), and GPU high-performance (HP)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CPU</th>
<th>GPU (single precision)</th>
<th>GPU (half precision)</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv3 tiny</td>
<td>6.5 FPS</td>
<td>15.4 FPS</td>
<td>32 FPS</td>
</tr>
<tr>
<td>YOLOv3 320x320</td>
<td>8.5 FPS</td>
<td>12.6 FPS</td>
<td>18.13 FPS</td>
</tr>
<tr>
<td>YOLOv4 tiny</td>
<td>6.5 FPS</td>
<td>15.2 FPS</td>
<td>35 FPS</td>
</tr>
<tr>
<td>YOLOv4 320x320</td>
<td>8.5 FPS</td>
<td>12.4 FPS</td>
<td>18.32 FPS</td>
</tr>
<tr>
<td>YOLOv5s</td>
<td>10 FPS</td>
<td>29 FPS</td>
<td>34 FPS</td>
</tr>
<tr>
<td>YOLOv6s</td>
<td>12 FPS</td>
<td>30 FPS</td>
<td>36.5 FPS</td>
</tr>
</tbody>
</table>

Further, we also experimented using YOLOV6 and YOLOV5. We found that the YOLOV6 has a higher FPS (36.5) than YOLOV5 (34). Meanwhile, the FPS of the other versions of YOLO is not excessively high, mainly if the system is operated through the CPU, not the GPU. The YOLOV4 presents sufficiently high FPS but low accuracy, inhibiting its implementation in the real-time game. Our findings show that better accuracy in one FPS game is not necessarily better in another FPS game. The proposed method may get different results from specific game conditions such as environmental conditions (light, dark, distance of the detected object person, texture and detail of the object person, and conditions of background complexity). This research comprehensively investigates YOLO’s computing time and accuracy in several FPS games and with different computing methods. Additional and in-depth research is needed to confirm computing times on several different device specifications and trials on the latest version of YOLO to confirm better computing cost efficiency.

5. CONCLUSION

The YOLO experiment presents relatively high accuracy and framerate, as confirmed by the results of experiments and tests on several games. However, the obtained results are highly influenced by the computer specification. In our experiment, we conducted person detection through screenshots on every
frame. Further, the screenshot algorithm affects the computation speed. Our experiment results suggested that PyAutoGUI is not recommended due to its excessively high computation, which is less applicable for FPS games with a high amount of frame per second. The results also showed that YOLOV5 has the highest accuracy detection than the previous version of YOLO (YOLOV4 and YOLOV3). In detail, the highest accuracy has been obtained from the experiment using YOLOV5 on Far Cry New Dawn (92%), A Sniper Ghost Warrior Contracts 2 (86%), Counter Strike Global Offensive (76%), and Point Blank (57%). Besides, YOLO5s also presents a higher framerate with 34 FPS carried out using half precision GPU.

Similarly, YOLOv4 tiny also has a relatively high frame rate but produces lower accuracy than YOLOV5. Further, we also conducted an experiment using YOLOv6s, resulting in a slightly higher frame rate of 36 FPS. Therefore, the detection accuracy is impacted by the object’s differences: body and the object-viewpoint distance. Lastly, the detection is less accurate when the object is small.

From the test results, YOLO5s or even YOLOv6s is quite good when used as an aimbot. The value of 36.5 fps is enough to give users room to play well-tested games, but they must use a half-precision GPU. It also needs to be taken into consideration that nowadays, many games are starting to run at around 60 FPS, so if one uses it to play multiplayer, it will be late. As of when this article was written, YOLOv8 has been published; the author is also confident that with the newer YOLO, computing costs will also be lower, even though testing for the aimbot has yet to be carried out. Apart from aimbots, in the future, this proposed research can also be used as real-time streaming object detection on the camera that captures the monitor screen, on CCTV installed in buildings, traffic, traffic lights, toll roads, or security system CCTV.
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