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Abstract

This paper investigates the integration of configurable intelligent surfaces (CIS) into relay radio networks, focusing on communication system enhancement. Towards this end, we propose CIS-assisted non-orthogonal multiple access (NOMA) communication systems to improve direct connections between a base station and two destination nodes. Our primary objective is to assess the network’s overall capacity, considering critical factors like signal-to-noise ratio, the number and placement of CIS components, quality of service exponent, and power distribution coefficients. Analytical equations developed in this research closely align with simulation results, validating our theoretical analysis. This study underscores the growing significance of CISs in modern communication systems, introducing adaptability and optimization to wireless networks. By exploring CIS-assisted NOMA communication systems, we contribute to discussions about the evolving landscape of wireless communication technologies, poised to revolutionize information transmission and reception in the digital age.
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1. Introduction

Non-orthogonal multiple access (NOMA) is employed in wireless communications systems for multiple access to drastically improve spectral efficiency and efficiently allocate radio resources. In conventional orthogonal multiple access (OMA) paradigms like frequency division multiple access and time division multiple access, each device is allocated exclusive frequency bands or time slots. However, multiple devices share same time-frequency resources concurrently in NOMA, enabling more efficient utilization of the available spectrum. In NOMA, two major techniques are applied: superposition coding (SC) and successive interference cancellation (SIC). SC is an information theory and digital communication technique that enables the simultaneous transmission of multiple messages over a single channel. It optimizes channel capacity by encoding signals in a manner that allows for receivers to separate and decode NOMA signals. This approach is valuable in various scenarios, including multi-user communication, broadcast channels, and cognitive radio systems, where efficient use of the channel’s capacity is crucial. SIC is conducted to detach and detect signals at the receiver in NOMA communications systems. Moreover, NOMA can provide more fairness among users by...
serving both near and far devices simultaneously, ensuring that all users get some level of service. Therefore, NOMA has been emerged as a promising solution for modern wireless communications systems, particularly in the context of fifth-generation (5G) and beyond. It can enhance efficiency and capacity of wireless networks and accommodate the increasing demand for data-intensive applications and services [11–20].

Meanwhile, configurable intelligent surface (CIS), also known as reconfigurable intelligent surface (RIS) or intelligent reflecting surface (IRS), has received attention as a potential technology in wireless communications that can be used to manipulate and control radio waves [10]. It includes a planar array of passive components (such as antennas or metamaterial units) that can be electronically adjusted to modify the propagation of electromagnetic waves in real-time. Therefore, CIS has potential applications in various wireless communications scenarios, including internet of things (IoT) devices, 5G, and beyond, indoor wireless communications systems, and satellite communications [12, 13].

The combination of NOMA and CIS introduces new dimensions to wireless communications design, opening up avenues for even greater improvements in system capacity, coverage, and energy efficiency [14–16]. Li et al. [17] explores a downlink system featuring a RIS. This study’s primary objective is to facilitate communication between a source and two users using NOMA techniques with RIS support. The research emphasizes the system’s ability to support real-time services in future networks. It introduces a mathematical framework to analyze how different system parameters, including the quantity of IRS components and the presence of strong line-of-sight components, impact the performance of the IRS-aided system. The investigation of self-interference coefficients was conducted in [18]. Basar et al. [19] presents a comprehensive historical overview of cutting-edge solutions, aiming to clarify differences from other technologies. It highlights critical research challenges and the need to reevaluate communication-theoretic models in wireless networks when using RISs. The paper also analyzes theoretical performance limits using mathematical techniques and discusses potential applications in the context of sixth-generation (6G) and future wireless communications systems.

Our main objective is to evaluate system performance, focusing on the critical metric-effective capacity (EC)-for systems sensitive to latency constraints. Liu et al. [20] assessed NOMA networks using simultaneous transmission and reflection via simultaneous transmitting and reflecting (STAR)-RIS. They aimed to gauge the suitability of these networks for ultra-reliable low-latency communication. They also used EC as a key metric to evaluate latency requirements for NOMA users. Moreover, they derived analytical expressions for EC when a pair of NOMA users were positioned on opposite sides of the STAR-RIS. Additionally, their research incorporated high signal-to-noise ratio (SNR) slope and power offset for asymptotic analysis of ECs, particularly in scenarios with elevated SNR levels. The statistical quality of service (QoS) provided by IRS-assisted communication between a base station (BS) and user equipment (UE) was studied [21]. Aman et al. [22] the study in considered two different contexts: a multi-input single-output context, where the BS utilizes several antennas, and a single-input single-output context, where the BS is equipped with a single antenna.

In this paper, we delve into the intricate interplay between NOMA, CIS, and EC. EC is a valuable metric that characterizes achievable data rate under a certain QoS constraints, taking into account statistical properties of wireless channels and considering impacts of various impairments. The exploration of EC in the context of CIS-assisted NOMA communications systems provides valuable insights into potential gains and challenges of deploying these technologies in practical scenarios. By conducting such a comprehensive analysis, the paper sheds light on the tradeoffs between achievable rates and transmission parameters, thereby aiding in optimization and design of next-generation wireless systems. The subsequent sections of this paper delve into theoretical foundations, system model, mathematical formulation, and numerical results, ultimately contributing to the advancement of our understanding of capabilities of CIS-assisted NOMA communications systems. Accordingly, this paper contributes to the ongoing discourse on enhancing wireless communications systems by harnessing the synergy between NOMA and CIS technologies. The subsequent sections present a thorough examination of key concepts and methodologies, supported by rigorous analysis and simulation results. Through the lens of EC, this paper offers a deeper comprehension of potential benefits and challenges of deploying CIS-assisted NOMA communications systems, which has not been found in the open literature, eventually paving the way for informed decision-making in design and implementation of future wireless networks. The key contributions of this research are summarized as:

- Derivation of closed-form formulas for the EC of CIS-aided NOMA communications systems.
- Evaluation of impacts of parameters, namely the number of CIS elements (N), QoS exponent (ν), average SNR (ρ), and power allocation coefficient (αi) on the EC through numerical and simulation results. This evaluation provides insights into how changes in these parameters affect system performance. Moreover,
these influences serve as a foundation for selecting proper parameter values within the proposed system model to attain a trade-off among user satisfaction and performance metrics.

The rest of the paper keeps going with section 2 presenting the considered network model and channel statistics. Afterwards, section 3 analyzes effective capacity. Subsequently, section 4 discusses numerical and simulation results. Finally, section 5 gives conclusions.

Notations: capital bold letters are utilized to represent matrices, while lower bold letters represent vectors. $\mathcal{CN}(\cdot, \cdot)$ represents a circularly symmetric complex gaussian distribution. $|\cdot|$ represents the absolute value. $\mathcal{P}[\cdot]$ and $\mathbb{E}[\cdot]$ notate the probability operator and the expectation operator, respectively. The superscripts $(\cdot)^*$ and $(\cdot)^H$ mean the conjugate and the hermitian transpose, correspondingly. $I_K$ represents an identity matrix of size $K \times K$. Lastly, a diagonal matrix with components $z_1, \ldots, z_N$ along the diagonal is denoted as $\text{diag}(z_1, \ldots, z_N)$.

2. CHANNEL STATISTICS AND SYSTEM MODEL

2.1. System description

This research involves the analysis of a CIS-enabled NOMA communications system in Figure 1. Where a BS employs a CIS to offer services to two users, each equipped with a single antenna, denoted as $U_v$ where $v \in \{1, 2\}$. In such a system, CIS is a $N$-element reflecting metasurface and direct channels from BS to two devices ($U_1$ and $U_2$) are assumed to be available.

As shown in Figure 1, channel gains are denoted as follows: channel gain between BS and $U_1$ is $g_1$, channel gain between BS and $U_2$ is $g_2$, channel gain between BS and CIS is $h_0$, channel gain between CIS and $U_1$ is $h_1$, and channel gain between CIS and $U_2$ is $h_2$. Flat block fading channels are employed wherein they are quasi-static within each coherent interval. Moreover, we suppose they follow uncorrelated rayleigh fading with $\lambda_{g_1}, \lambda_{g_2}, \lambda_{h_0}, \lambda_{h_1}$ and $\lambda_{h_2}$ representing large-scale fading coefficients of corresponding channels. Therefore, we infer $g_1 \sim \mathcal{CN}(0, \lambda_{g_1}), g_2 \sim \mathcal{CN}(0, \lambda_{g_2}), h_0 \sim \mathcal{CN}(0, \lambda_{h_0}, I_N), h_1 \sim \mathcal{CN}(0, \lambda_{h_1}, I_N)$, and $h_2 \sim \mathcal{CN}(0, \lambda_{h_2}, I_N)$. Moreover, the phase-shift matrix for the link between CIS and BS is represented to be $\Theta = \text{diag}(e^{j\chi_1}, e^{j\chi_2}, \ldots, e^{j\chi_N})$, wherein $\chi_m \in [-\pi, \pi], \forall m$, represents the phase-shift induced by the $m^{th}$ element of CIS. During downlink transmission, BS transmits the following signal to $U_1$ and $U_2$:

$$s = \sqrt{P_{S1}a_1} s_1 + \sqrt{P_{S2}a_2} s_2,$$

wherein $P_S$ represents the transmission power of BS, $a_1$ and $a_2$ denote the fractions of $P_S$ allocated to $s_1$ and $s_2$, respectively, which are subject to the constraint $a_1 + a_2 = 1$ and $a_2 > a_1$. It is important to note that $s_1 \sim \mathcal{CN}(0, 1)$ and $s_2 \sim \mathcal{CN}(0, 1)$ are messages intended for $U_1$ and $U_2$, correspondingly. Here, our research focuses on two users in sub-6G networks to maintain generality. Therefore, the signal received by $U_v$ from BS...
through CIS is given by:

\[ y_v = (h_0^H \Theta h_v + g_v) s + n_v \]
\[ = (h_0^H \Theta h_v + g_v) \left( \sqrt{P_{S_1}} s_1 + \sqrt{P_{S_2}} s_2 \right) + n_v, \quad v \in \{1, 2\} \]

(2)

where \( n_v \sim CN(0, \sigma^2) \) represents the noise at the receive antenna. The signal-to-interference-plus-noise ratio (SINR) for decoding \( s_2 \) at \( U_1 \) is given by:

\[ \gamma_{s_2 U_1} = \frac{P_{S_2} |h_0^H \Theta h_1 + g_1|^2}{P_{S_1} |h_0^H \Theta h_1 + g_1|^2 + \sigma^2} \]
\[ = \frac{\rho a_2 |h_0^H \Theta h_1 + g_1|^2}{\rho a_1 |h_0^H \Theta h_1 + g_1|^2 + 1} \]

(3)

where \( \rho = \frac{P_{S_2}}{\sigma^2} \) denotes the average SNR at BS. For optimal phase-shifts, wherein \( \chi_m = \arg \left( g_v \right) - \arg \left( \left|h_0^m\right| \right) - \arg \left( \left|h_v^m\right| \right), \forall m \), the instantaneous SINR in (3) can be formulated as (4):

\[ \gamma_{s_2 U_1} = \frac{\rho a_2 \sum_{n=1}^{N} |[h_0]_n| |[h_1]_n| + |g_1|^2}{\rho a_1 \sum_{n=1}^{N} |[h_0]_n| |[h_1]_n| + |g_1|^2 + 1} \]

(4)

For simpler manipulation, (4) can be rewritten as (5):

\[ \gamma_{s_2 U_1} = \frac{\rho a_2 A_1}{\rho a_1 A_1 + 1} \]

(5)

wherein \( A_v \triangleq \sum_{n=1}^{N} |[h_0]_n| |[h_v]_n| + |g_v|^2, \quad v \in \{1, 2\} \), with \([h_0]_n\) and \([h_v]_n\) representing the \( n^{th} \) elements of \( h_0 \) and \( h_v \), respectively.

Subsequently, through the utilization of the SIC, we can formulate the SINR at \( U_1 \), which is used to decode its own signal \( s_1 \), as (6):

\[ \gamma_{s_1 U_1} = \rho a_1 A_1 \]

(6)

Additionally, the SINR at \( U_2 \), used for decoding \( s_2 \), is calculated as (7):

\[ \gamma_{s_2 U_2} = \frac{\rho a_2 A_2}{\rho a_1 A_2 + 1} \]

(7)

Now, we can express achievable rates in bits/s/Hz for \( U_1 \) and \( U_2 \), respectively, in CIS-assisted NOMA communications systems with direct links as (8):

\[ R_{U_1} = \log_2 \left( 1 + \gamma_{s_1 U_1} \right) = \log_2 \left( 1 + \rho a_1 A_1 \right), \]

(8)

and

\[ R_{U_2} = \log_2 \left( 1 + \gamma_{s_2 U_2} \right) = \log_2 \left( 1 + \frac{\rho a_2 A_2}{\rho a_1 A_2 + 1} \right). \]

(9)

2.2. Channel statistics

By utilizing the findings reported [22], one obtains the cumulative distribution function (cdf) of \( A_v \) to be:

\[ F_{A_v}(x) = 1 - \frac{\Gamma \left( k_v \sqrt{\pi/w_v} \right)}{\Gamma (k_v)} \]

(10)
wherein \( \Gamma (\cdot, \cdot) \) is the upper incomplete Gamma function and \( \Gamma (\cdot) \) represents the Gamma function [23]. The scale and shape parameters, respectively, for the cdf in (10):

\[
w_v = \frac{4\lambda_g + 4N\zeta^2_e - \pi\lambda_g}{2(\sqrt{\pi\lambda_g} + 2N\zeta_e)}, \quad (11a)
\]

\[
k_v = \frac{(\sqrt{\pi\lambda_g} + 2N\zeta_e)^2}{4\lambda_g + 4N\zeta_e^2 - \pi\lambda_g}, \quad (11b)
\]

wherein \( \zeta_e = (4 - \pi^2/4) \sqrt{\lambda_0\lambda_0}/\pi \) and \( \xi = \pi^2/(16 - \pi^2) \).

With the aid of [23] (8.354.2), we can derive (10) as (12):

\[
F_{A_v}(x) = \frac{1}{\Gamma(k_v)} \sum_{q=0}^{\infty} \frac{(-1)^q e^{w_vq}}{q! (k_v + q) w_v^{k_v+q}}, \quad (12)
\]

Based on (12), one also expresses the probability density function of \( A_v \) to be:

\[
f_{A_v} = \frac{\partial}{\partial x} F_{A_v}(x) = \frac{1}{2\Gamma(k_v)} \sum_{q=0}^{\infty} \frac{(-1)^q e^{w_vq} - 2}{q! w_v^{k_v+q}}, \quad (13)
\]

3. EFFECTIVE CAPACITY ANALYSIS

The highest constant service rate that the service process may achieve while satisfying the target QoS is described as the effective capacity. It serves as a useful indicator for assessing the performance of delay-limited communications systems [24]. According to this definition, the effective capacity in bits/s/Hz of \( U_v \), \( v \in \{1, 2\} \), is represented as (14):

\[
\mathcal{E}_v^e = -\frac{1}{\nu_vTB} \ln \left( \mathbb{E} [e^{-\nu_vTB\mathcal{R}_v}] \right), \quad (14)
\]

wherein \( T \) and \( B \) represent the block length and the bandwidth, respectively. The parameter \( \nu_v > 0 \) is the QoS exponent, defined as (15):

\[
\nu_v = -\lim_{z \to \infty} \frac{\ln(P[L > z])}{z}, \quad (15)
\]

wherein \( L \) denotes the equilibrium queue-length of the buffer at the transmitter. By plugging (8) and (9) into (14), one derives the effective capacity formulas for \( U_1 \) and \( U_2 \) as (16):

\[
\mathcal{E}_v^1 = -\frac{1}{B_1 \log_2 \mathbb{E} \left[ (1 + \rho a_1 A_1)^{-B_1} \right] }, \quad (16)
\]

and

\[
\mathcal{E}_v^2 = -\frac{1}{B_2 \log_2 \mathbb{E} \left[ (1 + \rho a_2 A_2 / \rho a_1 A_1 + 1)^{-B_2} \right] }, \quad (17)
\]

where \( B_1 = (\nu_1TB)/\ln 2 \) and \( B_2 = (\nu_2TB)/\ln 2 \).

The following Lemma presents the theoretical formulas for the effective capacities of \( U_1 \) and \( U_2 \). These formulas are derived from the expressions in (16) and (17), while also considering the statistics of rayleigh fading channels. Lemma: the theoretical formulas of the effective capacities for \( U_1 \) and \( U_2 \) are provided, correspondingly, as (18) and (19):

\[
\mathcal{E}_v^1 \approx -\frac{1}{B_1 \log_2} \left[ \frac{1}{2\Gamma(k_1)} \sum_{q=0}^{\infty} \frac{(-1)^q e^{w_1q}}{q! w_1^{k_1+q}} \right], \quad (18)
\]

\[
\mathcal{E}_v^2 \approx -\frac{1}{B_2 \log_2} \left[ \frac{a_2 \pi}{4P_0 \Gamma(k_2)} \sum_{q=0}^{\infty} \sum_{p=1}^{\infty} \frac{(-1)^q \sqrt{1 - \frac{1}{v_2^2} \frac{\Psi(t)}{\mathbb{E}[\mathcal{R}_v]}}}{q! w_2^{k_2+q} (1 + \frac{\rho \mu \mathbb{E}[\mathcal{R}_v]}{\mathbb{E}[\mathcal{R}_v]})^{B_1/2}} \right], \quad (19)
\]
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where \( \Psi(t) = \frac{a_2(t+1)}{2a_1} \) and \( \nu_p = \cos \left( \frac{2p-1}{2} \pi \right) \).

**Proof:** Firstly, we let \( \Lambda_1 = \rho a_1 A_1 \) and substitute it into (16). Then, the expression of the effective capacity for \( U_1 \) can be given explicitly as (20):

\[
E_c^1 = \frac{1}{B_1} \log_2 \left[ \frac{1}{2!} \sum_{k=0}^{\infty} \frac{(-1)^q}{q!} (\rho a_1)^{k+q} \int_0^\infty \left( 1 + \rho a_1 x \right)^{-B_1 x^{k+q+2}} dx \right].
\]

After conducting several mathematical manipulations, the substitution of (13) into (20) leads to the final derivation of (18). Moreover, the representation of the effective capacity for \( U_2 \) is expressed explicitly to be:

\[
E_c^2 = \frac{1}{B_2} \log_2 \left[ \int_0^\infty (1 + \Lambda_2)^{-B_2 f(A_2)} d(A_2) \right]
\]

\[
= \frac{1}{B_2} \log_2 \left[ \frac{1}{2!} \sum_{q=0}^{\infty} (\rho a_1)^{k+q} \int_0^{\infty} \left( 1 + \frac{\rho a_2 x}{\rho a_1 x + 1} \right)^{-B_1} \left( \frac{x}{\rho (a_2 - a_1 x)} \right)^{k+q+2} dx \right],
\]

where \( \Lambda_2 = \frac{\rho a_2 A_2}{\rho a_1 A_1 + 1} \).

Now, we let \( t = \frac{a_1}{a_2} x - 1 \). Then, \( \frac{a_2(t+1)}{2a_1} = x \) and hence, \( \frac{a_2}{2a_1} dt = dx \). Accordingly, the effective capacity of \( U_2 \) is expressed as (22):

\[
E_c^2 = -\frac{1}{B_2} \log_2 \left[ \frac{a_2}{4a_1 1(k_2)} \sum_{q=0}^{\infty} \frac{(-1)^q}{q!} \int_1^\infty \left( 1 + \frac{\rho a_2 \Psi(t)}{\rho a_1 \Psi(t) + 1} \right)^{-B_1} \left( \frac{\Psi(t)}{\rho (a_2 - a_1 \Psi(t))} \right)^{k+q+2} dt \right].
\]

Unfortunately, deriving an explicit formula for (22) is challenging. However, one can attain a precise approximation. Indeed, by utilizing Gaussian-Chebyshev quadrature (25), we can achieve this as in (5) with \( P \) representing complexity-accuracy tradeoff, thus completing the proof.

4. RESULT AND DISCUSSION

To confirm the accuracy of the proposed derivations in section 3, we numerically simulate the effective capacity of CIS-assisted NOMA communications systems under practical circumstances. All simulation results are attained by taking the average of 10^6 simulation trials over rayleigh fading links. Unless otherwise addressed, simulation settings are configured to be \( N = 2, a_1 = 0.1, a_2 = 0.9, B = 2, T = 6.5, \theta = 0.5 \) and \( \lambda_9 = \lambda_{a_2} = \lambda_{h_2} = \lambda_{h_1} = 1 \).

For the quantity of CIS elements \( N = \{2, 4\} \), we investigate the changes in effective capacities relative to the average SNR \( \rho \) in Figure 2. The results expose that the analytical findings and Monte-Carlo simulations are in an agreement, confirming the accuracy of the analysis in section 3. Moreover, in the range of low average SNRs, the effective capacity of \( U_2 \) is considerably higher than that of \( U_1 \). Nonetheless, the performance tendency is reversed in the range of high average SNRs. Further, we observe that as the average SNR increases, the effective capacities of both \( U_1 \) and \( U_2 \) also increase. However, after the average SNR reaches a certain value, the effective capacity of \( U_2 \) is saturated.

We present Figure 3 with the number of CIS elements considered as a variable to further investigate the relationship between the number of CIS elements and effective capacities. It is observed that when the quantity of CIS elements accretes, the effective capacities of both \( U_1 \) and \( U_2 \) also increase. This outcome aligns with expectations, as the addition of more CIS elements leads to greater spatial diversity and improved user performance. Another noteworthy finding is that an increase in \( \rho \) results in enhanced user capacities. Particularly, it is demonstrated that when the quantity of CIS components is low, the value of \( \rho \) significantly impacts the effective capacity of \( U_2 \). However, once the quantity of CIS components reaches a certain threshold, the effective capacity of \( U_2 \) ceases to rise in correlation with the number of CIS elements. This phenomenon occurs when \( N \) becomes large.

Figure 4 is presented to investigate the influence of the QoS exponent \( \nu_1 = \nu_2 = \nu \) upon effective capacities of \( U_1 \) and \( U_2 \), considering \( \rho \) values of 10 dB and 15 dB. We have chosen the appropriate region...
of $\nu$ ranging from 0.2 to 2. As noted previously, a larger $\nu$ indicates stricter delay limit, resulting in lower effective capacity. Consequently, one observes that when $\nu$ increases, the effective capacities of both $U_1$ and $U_2$ decrease. Furthermore, it is evident that for low $\nu$ values, both $U_1$ and $U_2$ experience a distinct reduction in effective capacities. This reduction is more pronounced for $U_1$. Additionally, we observe that the change in effective capacities becomes more gradual as $\nu$ approaches 2. Further, the influence of higher $\rho$ values on effective capacities excellently agrees with the findings in Figure 2.

Figure 2. Effective capacities versus the average SNR $\rho$

Impacts of power allocation coefficients upon effective capacities of $U_1$ and $U_2$ are examined in Figure 5. We consider $\rho$ values of 10 dB and 15 dB. As shown in Figure 5, increasing the power allocation coefficient for $U_1$ results in a rise in $U_1$’s effective capacity, while decreases $U_2$’s effective capacity. This demonstrates that allocating more power to $U_1$ leads to a higher level of the effective capacity for $U_1$. Notably, increasing $\rho$ significantly enhances effective capacities, aligning with the findings in Figure 2. Furthermore, despite $U_1$’s lower initial effective capacity compared to that of $U_2$, the effective capacity of $U_1$ surpasses that of $U_2$ after the power allocation coefficient for $U_1$ reaches a specific value. Based on the results in Figure 5, the optimum power allocation coefficient for the near device ($\alpha_1$) to maximize the network’s total effective capacity is approximately 0.1.

Figure 3. Effective capacities versus the quantity of CIS elements

Figure 4. EC against the QoS exponent $\nu$ and distinct $\rho$ with ($\alpha_1 = 0.1, \alpha_2 = 0.9$) and the quantity of CIS elements ($N = 2$)

Figure 5. EC against the power allocation coefficient ($\alpha_1$) with the quantity of CIS elements ($N = 3$)
5. CONCLUSION

The performance of CIS-assisted NOMA communications systems was explicitly examined in this article using the metric of the effective capacity. We specifically developed closed-form formulas for the effective capacities of both users ($U_1$ and $U_2$) in these systems across rayleigh fading channels. The analytical closed-form equations and Monte Carlo simulations showed good agreement. Moreover, increasing the quantity of CIS elements enhances spatial diversity, leading to improved effective capacity. These analytical results provide valuable theoretical insights for CIS-assisted NOMA communications systems. In future studies, we will explore the impact of incorporating additional CIS processors into these systems to further ameliorate system performance.
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