Application of neural networks ensemble method for the Kazakh sign language recognition
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ABSTRACT

Sign languages are an extremely important means of communication in many cases, especially for deaf and hard of hearing people. But the same gesture can convey different meanings in different countries, so many different sign languages have been developed all over the world. In this study, a convolutional neural network (CNN) model was developed based on an ensemble method containing the ResNet-50 and VGG-19 architectures, which will be able to classify the Kazakh sign language (KSL) consisting of 42 Kazakh alphabet signs (classes). A proprietary data set of 57,708 images for 42 signs of the KSL has been formed. The ensemble model was compared with ResNet-50 and VGG-19 by evaluation metrics such as accuracy, precision, recall, f1-measure, and loss function. The recognition accuracy of the ensemble method reached 95.7%, exceeding the performance of ResNet-50 and VGG-19. The developed method was also tested on test data, where 35 out of 42 gestures were recognized completely correctly. The reliability of the proposed approach and the classification results obtained by using preprocessing methods and data augmentation techniques to expand the data set was confirmed by a computational experiment.
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1. INTRODUCTION

According to the data presented by the World Health Organization (WHO) [1], more than 430 million people suffer from hearing problems, which makes it difficult for them to communicate with other people. For the hearing impaired and people with severe hearing impairment, sign language is the main communication tool [2]. But sign speech is not capable of conveying all the words of ordinary language, therefore, for words that do not have their own analogue of a gesture, their meaning is shown letter by letter using a dactylem. This led to the development of a sign language recognition system capable of identifying dactyl language gestures through efficient preprocessing and accurate character classification.

Sign language serves as a communication tool for people with conductive and sensorineural speech perception disorders in order to build a society without any restrictions, therefore, the relevance of this research work is explained by its social significance, which solves the problems of transmitting and understanding information through gesture without linguistic means. In this regard, in recent decades, special attention has been paid to the implementation of gesture recognition systems using the capabilities of modern
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computer technologies [3], [4]. The results of automatic sign language recognition are used not only to bridge the communication gap between ordinary and deaf people, but will also lead to improved digitalization of human–computer interaction. However, the majority of research efforts have focused on widely spoken sign languages, leaving lesser-known sign languages, such as Kazakh sign language (KSL), underrepresented. The Kazakh language is distinguished by the presence of a complex grammar, many endings, the presence of several types of past and future tenses, which makes it very difficult for native speakers to understand sign language. This paper proposes the use of ensemble neural networks as a promising approach to solve the inherent problems associated with KSL recognition.

Existing gesture recognition approaches can be divided into two categories: based on wearable devices and based on computer vision. Methodologies were explored aimed at obtaining a representative space that allows one to identify the dynamics of hand movements using Microsoft Kinect [5], [6]. The preprocessing steps for subtracting the region of interest from the original image for the sensor-based recognition method were presented in [7], [8]. But the use of sensors in the form of special gloves has not become widespread due to the inconvenience of use, so many recent works in the field of gesture recognition are focused on methods based on machine learning [9]–[13].

A systematic review conducted on sign language recognition technology found that the commonly used methods for data collection are the Microsoft Kinect device and the camera. The advantage of Kinect is that it provides depth data for the video stream, which makes it easy to distinguish between background and signer. Microsoft Kinect was used to develop an applied gesture recognition system, but it was noticed that the device is expensive and must be connected to a computer [5]–[8], [14]. It can also be affected by lighting conditions, segmentation of the hands and face, complex background and noise [15]. The main advantage of using the camera is that it does not require the wearing of other external devices and users only need to use their hands within the range of the camera. To create sign recognition system [11], [16] used a high-performance webcam, removing the need for sensors in sensory gloves. But computer vision-based research will require several image processing techniques that can affect recognition accuracy.

Classification methods also vary among researchers. They tend to develop their own concept based on known methods to give a better result in sign language recognition. In works [17]–[19], classical machine learning algorithms were applied, but recently a convolutional neural network (CNN) is a method that is gaining great popularity in studies of sign language recognition [20]–[22]. There are many recorded research systems where the importance of a computer vision-based methods for effective gesture recognition has been accentuated due to a comprehensive review [21], [23], [24]. Sharma et al. in [25] CNN-based model using a camera for processing continuous images is proposed. The advantage of this study is to reduce the susceptibility of channels to the influence of noise. Also, the work has a number of drawbacks, such as the effect of camera quality on good performance and the speed of sign coordination with content.

Previous studies of KSL were carried out on a pre-trained model of the Russian language, since the Kazakh alphabet contains all the letters of the Cyrillic alphabet [26], [27]. 78.5% similarity of the Kazakh and Russian alphabets circumscribed the recognition of the Kazakh dactyl language by the scientific community as a individual sign language with its own specific vocabulary. The studies devoted to the development of the KSL recognition application in [19], [28] were not sufficient to obtain results worthy of global use. The ensembling of CNN models contributes to the development of a gesture recognition system with the highest possible accuracy. By combining multiple models, the ensemble can gain a more complete representation of the underlying patterns in the data, making it more effective at recognizing gestures in different contexts and environments.

Based in our work, we proposed a system for recognizing static hand gestures using the ensemble of CNNs such as ResNet-50 and VGG-19 in order to reduce the variance of predictions. The relationship between the ensemble and its constituent neural networks in the context of classification is also presented, which shows that the ensemble method significantly improves the quality of recognition by combining the functional advantages of different deep learning algorithms and reduces the time spent on training. To achieve this goal, a number of specific tasks were set that require urgent solutions:

- Creating own data set for 42 gestures based on the dactyl alphabet of the Kazakh language, with the addition of images of right and left hands on various backgrounds;
- Training of ResNet-50 and VGG-19 CNNs for the classification of static gestures;
- Development of an ensemble-based meta model that enhances the quality of recognition of individual neural network models.

2. METHOD

Developing an ensemble method for gesture recognition based on the integration of ResNet-50 and VGG-19 involves combining the strengths of both models to improve the overall accuracy and performance.
of the gesture recognition system. The development of an automatic sign recognition system required the creation of a database for the KSL. The initial step in this direction was the creation of a database consisting of the dactyl alphabet (Figure 1) of forty-two gestures presented at [28].

The data set used was formed on the basis of the dactyl alphabet of the KSL. The dataset is balanced and consists of 57,708 images for 42 signs of the KSL (42 classes). Figure 2 shows a sample of each gesture corresponding to each letter of the Kazakh alphabet. During the training process, augmentation was used, which allows increasing the initial data set by changing the original image (using mirror reflection and image rotation). Therefore, it is recommended to use the left hand for fingerprinting and any "one-handed gestures".

Figure 1. Dactyl alphabet of the KSL [28]

Figure 2. Kazakh dactyl alphabet
The signs "Ъ" and "ь" are used only when writing words of foreign language origin (Figure 3). The main function of these signs is to soften the consonant in front of it: "медаль-medal". There is no phonemic distinction between these consonant sounds in English.

![Figure 3. Distinctive signs of Kazakh alphabet](image)

The photographs were obtained using video taken with different backgrounds, from different angles in different lighting conditions. Signs for left-handed people were obtained using the mirroring technique (Figure 4). Short video clips were cut into frames, and the resulting images were reduced to the desired square input image of 224×224. The training data set was expanded by augmenting the samples included in it, that is, by reflecting each photograph about the vertical axis.

ResNet-50 and VGG-19 were selected as the base ensemble models. ResNet-50 is known for its deep architecture and skip connections, which help in capturing fine-grained details. VGG-19, on the other hand, has a simpler architecture but is effective in capturing general features.

![Figure 4. Images of the same gesture on different backgrounds](image)

### 2.1. ResNet-50

The ResNet-50 model consists of 5 stages, each of which has a convolution and identification block. Each convolution block has 3 convolution layers, and each identity block also has 3 convolution layers [29]. Before submitting the image, its size was reduced to 224×224. Images are convolved 7×7 with 64 different kernels with a stride of 2, then max pooling is used with a stride of 2 (Figure 5). After the resulting matrix, convolution is used 3 times using the kernels 1×1-64 3×3-64, 1×1-256. Further, the convolution 1×1-128, 3×3-128, 1×1-512 is used 4 times. Then 1×1-256, 3×3-256, 1×1-1024 convolution was performed 6 times.

![Figure 5. ResNet-50 architecture](image)

The last convolution is applied 3 times using kernels 1×1-512, 3×3-512 and 1×1-2048. At the end, average pooling is used to average the result and a fully connected layer with 42 nodes equal to the number...
of classes. Images are given to the neural network in groups of 8 at a time, when all the images pass one epoch ends, as a result of experiments, it was concluded that 20 epochs would be enough. The cross-entropy loss function, the Adam optimizer and the rectified linear unit (ReLU) activation function were applied.

2.2. VGG-19

The VGG-19 architecture is built from 16 convolutional layers which are used for feature extraction and the next 3 layers work for classification [30]. The layers used for feature extraction are divided into 5 groups, where each group is followed by the layer with the maximum pooling. A 224×224 image is input to this model, and the model outputs an object label on the image (Figure 6).

![Figure 6. VGG-19 architecture](image)

At all stages of convolution, a kernel of size [3×3] was used. One of the main differences between VGG and previous architectures (previously used tangential and sigmoid functions) is the use of ReLU activation functions to improve model classification and reduce computation time. After completing the last stage of convolution, three fully connected layers were implemented, of which the first two had a size of 4096, and then a layer with 1000 channels for classification.

2.3. Proposed ensemble method

The main task of neural networks with deep learning is to solve optimization problems. There were works where there were claims that the method of ensemble training of several neural networks is not quite effective due to the distribution of losses [31]. However, experimental results were shown in [32], where ensemble methods showed good performance compared to the basic models. Thus, in addition to the two deep learning architectures, it was decided to use an ensemble method based on the same architectures to classify the Kazakh dactyl alphabet. Usually, this approach requires big data. The classification is calculated based on the number of votes of the models.

For a mathematical description of the ensemble method of CNNs, some evaluation parameters were first given: \( B = \{x_i, y_i\}^n \) – data set, \( \{h_1, h_2, ..., h_m\} \) - base estimators, \( o_i^m \) – output from the baseline \( h_m \) for the set \( x_i \), and \( L(o_i, y_i) \) is the cross-entropy error function for calculating \( o_i \) the output at the target value \( y_i \) of class i. Since we use VGG-19 and ResNet50, in our case the value for \( m=2 \), and the value of \( n=42 \), because the number of letters in the alphabet is 42. The basis of the work of the ensemble method [33] is the averaged approach of merging the estimates of all algorithms \( m \). For output \( o_i \), this approach will look like this:

\[
o_i = \frac{1}{m} \sum_{j=1}^{m} o_i^j
\]

During training, all merge estimation algorithms are trained together using small gradient descent. The loss function will be:

\[
\frac{1}{n} \sum_{i=1}^{n} L(o_i, y_i)
\]

The main goal is to minimize the loss function and for this we used gradient boosting, which builds a prediction model in the form of an ensemble of weak predictive models. This approach trains all estimation algorithms sequentially, that is, the value \( h_m \) will directly depend on previously trained estimators \( h_1, h_2, ..., h_{m-1} \).

For output \( o_i \), the gradient descent compression rate parameter will be multiplied \( \varepsilon \) and will look like:
where \( 0 < \varepsilon \leq 1 \).

In this approach, as already mentioned, the value up to the penultimate \( m - 1 \) estimate will accumulate for class \( i \) with a target value it will look like:

\[
O_i = \sum_{k=1}^{m-1} o_i^k \varepsilon
\]  

(4)

After that, it will be necessary to determine learning target for class \( i \):

\[
r_i^m = -\frac{\partial L(O_i y_i)}{\partial O_i}
\]  

(5)

The calculation of the loss for \( m \)th algorithm will be as (6):

\[
l^m = \frac{1}{n} \sum_{i=1}^{n} ||r_i^m - o_i^m||_2^2
\]  

(6)

We will update the output for each next \( m + 1 \):

\[
O_{i+1} = O_i + \varepsilon o_i
\]  

(7)

Thus, at each step, this algorithm tries to minimize the errors made in the previous steps. However, it does not change the weights, but will train the next model on the residual errors of the previous estimator.

Since we are doing a classification, cross-entropy will be chosen for this and we will use the Softmax (SM) function for the probability of estimating that the output belongs to all classes:

\[
r_i^m = Y_i^t - \text{SM}(O_i),
\]  

(8)

where \( Y_i^t \) is the label vector for class \( i \).

The advantage of this approach is the determination of the importance of each feature. In addition, the algorithm shows a very good recognition result due to the interaction of the model with each other (Figure 7). However, this approach requires high computational complexity and strictly sequential training.

---

An image of a gesture/hand is taken as input, and the size of each image in the dataset is 224×224 pixels. After the image is transferred to two models (ResNet-50 and VGG-19). They also have been pre-trained to take advantage of training instead of starting the model weights with random initializations. In this
way, the functional advantages of each model are combined in an ensemble. The meta model receives the results of separately trained neural models as input and returns the gesture class with the maximum prediction probability as the final result. The proposed ensemble method is described by the pseudocode presented in Algorithm 1.

Algorithm 1. Pseudo code for the proposed method

```python
class EnsembleModule(Module):
    procedure init(modelA, modelB):
        init()
        classifier ← linear transformation(42 * 2, 42)
    end procedure
    procedure forward(x):
        x1 ← modelA(x)
        x2 ← modelB(x)
        x ← concatenate((x1, x2), dim=1)
        out ← classifier(x)
        return out
    end procedure
end class
ensemble ← EnsembleModule(resnet50, vgg19)
for param in ensemble model parameters():
    param.requires_grad ← False
end for
for param in ensemble model classifier parameters():
    param.requires_grad ← True
end for
ensemble_training_results=training(ensemble_model, 20epoch)
```

The parameters of ensemble neural networks can vary depending on the specific implementation and requirements of the ensemble model. Table 1 shows the parameters of the proposed method. Adam was chosen as the optimization algorithm, it corrects the weights and biases of the neural network well during training in order to minimize the loss function.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of layers</td>
<td>50 layers of ResNet+19 layers of VGG</td>
</tr>
<tr>
<td>Number of neurons in fully connected layers</td>
<td>42</td>
</tr>
<tr>
<td>Activation function</td>
<td>ReLu</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Batch size</td>
<td>8</td>
</tr>
<tr>
<td>Loss function</td>
<td>Cross entropy</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>20</td>
</tr>
</tbody>
</table>

3. RESULTS AND DISCUSSION

Hand gesture recognition accuracy is evaluated using a test set that splits a dataset of 57,708 images with a ratio of 80% of the training set to 20% of the test set, which is 46,166 samples out of 11,542 samples, and our results are based on these 11,542 images. Figure 8(a) shows the recognition accuracy of the ensemble model compared to the accuracy of ResNet-50 and VGG-19, whereas Figure 8(b) shows the result of the loss function of the ensemble method against the result of individual architectures. It is noticeable from the graphs a positive correlation between the recognition accuracy results at 20 epochs.

Graphical interpretation of precision metrics and recall shown in Figures 9(a) and (b), and it provides us that VGG-19 is not quite able to distinguish the given class from all other classes. Also, as a result of the classification of VGG-19, most of the positive examples are lost. ResNet-50 and ensemble demonstrated excellent ability to detect a particular class, having high recall metrics.

Figure 10 presented the metric F1, which is defined as the harmonic mean of the precision and recall metrics. By evaluating this metric, can balance the accuracy for non-uniform class distributions. But in our case, it is unimportant, since the data was evenly distributed into classes, and both metrics showed almost the same result. The numerical indicators of the average estimates of each model are presented in Table 2.

If at the first iteration the accuracy of Res-Net-50 was 80.97%, then at the next iteration the neural network already produces a positive trend in learning, showing a result of over 90% (Figure 11). Comparatively, VGG-19 scores poorly on precision, recall, and F1. But the loss result is much less than that of ResNet-50. The ensemble method for all evaluation metrics showed high results, thereby ensuring the effectiveness of our developed approach.
Figure 8. Comparative evaluations of CNN models and ensemble: (a) accuracy and (b) loss function

Figure 9. Comparative evaluations of CNN models and ensemble: (a) precision and (b) recall

Figure 10. F1-measure

Table 2. Numerical indicators of evaluation metrics

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Loss</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>94.4</td>
<td>0.19</td>
<td>0.96</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>VGG-19</td>
<td>88</td>
<td>0.05</td>
<td>0.44</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>Ensemble</td>
<td>95.7</td>
<td>0.02</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
</tr>
</tbody>
</table>
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A comparison of the recognition accuracy results of the ResNet-50, VGG-19, and ensemble methods is shown in Table 3. VGG-19 has a disadvantage in the form of a tendency to retrain when the training dataset is limited. By combining several models, the ensemble can gain a more complete understanding of the basic patterns in the data, which will make it more effective in recognizing gestures in various contexts and environments.

Table 3. Accuracy comparison

<table>
<thead>
<tr>
<th>Epochs</th>
<th>ResNet-50</th>
<th>VGG-19</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80.97</td>
<td>60.84</td>
<td>89.26</td>
</tr>
<tr>
<td>2</td>
<td>90.31</td>
<td>81.93</td>
<td>92.9</td>
</tr>
<tr>
<td>3</td>
<td>91.87</td>
<td>84.8</td>
<td>94.27</td>
</tr>
<tr>
<td>4</td>
<td>92.7</td>
<td>86.24</td>
<td>94.99</td>
</tr>
<tr>
<td>5</td>
<td>93.24</td>
<td>88.11</td>
<td>95.44</td>
</tr>
<tr>
<td>6</td>
<td>93.39</td>
<td>88.42</td>
<td>95.76</td>
</tr>
<tr>
<td>7</td>
<td>94.04</td>
<td>89.08</td>
<td>96.0</td>
</tr>
<tr>
<td>8</td>
<td>95.28</td>
<td>89.42</td>
<td>96.18</td>
</tr>
<tr>
<td>9</td>
<td>95.89</td>
<td>89.75</td>
<td>96.32</td>
</tr>
<tr>
<td>10</td>
<td>95.99</td>
<td>89.95</td>
<td>96.43</td>
</tr>
<tr>
<td>11</td>
<td>96.15</td>
<td>90.46</td>
<td>96.54</td>
</tr>
<tr>
<td>12</td>
<td>96.2</td>
<td>90.24</td>
<td>96.62</td>
</tr>
<tr>
<td>13</td>
<td>96.65</td>
<td>90.99</td>
<td>96.69</td>
</tr>
<tr>
<td>14</td>
<td>96.42</td>
<td>90.95</td>
<td>96.76</td>
</tr>
<tr>
<td>15</td>
<td>96.54</td>
<td>91.22</td>
<td>96.81</td>
</tr>
<tr>
<td>16</td>
<td>96.52</td>
<td>91.37</td>
<td>96.86</td>
</tr>
<tr>
<td>17</td>
<td>96.67</td>
<td>91.38</td>
<td>96.9</td>
</tr>
<tr>
<td>18</td>
<td>96.61</td>
<td>91.59</td>
<td>96.94</td>
</tr>
<tr>
<td>19</td>
<td>96.65</td>
<td>91.64</td>
<td>96.98</td>
</tr>
<tr>
<td>20</td>
<td>96.81</td>
<td>91.75</td>
<td>96.99</td>
</tr>
</tbody>
</table>

Hereupon, the ensemble method was tested on test data. The number of examples in each class were unevenly distributed, averaging over a hundred images (Figure 12). According to the presented numbers in Table 4, gesture recognition on the test data showed a good result. However some letters of the Kazakh alphabet were not recognized due to their similarity with other gestures. For example, the algorithm predicted the letter "З" as the letter "Ъ". The hard sign (Ъ) and the soft sign (Ь) were completely confused with each other, which affected the recognition accuracy. The same is the case with the gestures of the letters "O" and "O", since they differ only in the angle of rotation. The letter "I" in sign language was also difficult to recognize, confusing with the letters "K" and "I". The reason for this was a similar look to convey the gesture, the difference is only in the number of fingers involved.

In sign language recognition in other countries, the problem of confusing gestures with each other is not observed, since their alphabet does not contain letters similar to each other. The Kazakh alphabet contains specific letters similar in sound to the letters of the Russian alphabet (“A” and “Ә”, “O” and “Ө”, “X” and “Һ”, “H” and “Г”, “ K” and “Қ”, “Y” and “Ұ”, also “I” and “I”). A similar visual transmission of these “paired” letters in the form of a gesture negatively affected the recognition process. In the future, it is planned to eliminate problem using optimization procedures of deep learning methods.
The main feature of this approach is that the ensemble method was applied to recognize the Kazakh dactyl alphabet. Previously, works have been published on the recognition of the Kazakh gesture, mainly using classical machine learning algorithms or neural networks. In this work, two neural networks were also trained and the resulting models were combined to obtain better results. While testing the ensemble method on the test data with 5,769 examples, the model achieved an accuracy of 80.3%, which is a good result for the test data.

The limitation for this approach is the number of models to supply the ensemble itself. That is, with an increase in the number of models, the risk of overfitting increases. There is no specific requirement for the number of models to create an ensemble, but this question still depends on the condition of the task itself and the data. The disadvantage is that it takes a lot of time and computational resources to train two or more models in an ensemble. However, if we take into account the fact that we will win on the evaluation of the algorithm, it is possible to use specialized computers that have very good technical parameters and calculation speeds. It is also possible to apply methods for organizing optimal parallel computing processes to reduce the computation speed. This study can give rise to the study of the application of new optimization methods for recognizing gestures of the Kazakh alphabet. As already mentioned, classical algorithms were
used for this problem and quite good results were obtained, but this approach was not used for the first time.

4. CONCLUSION

In this study, a model was developed based on the ensemble method, containing the ResNet-50 and VGG-19 architectures, which will be able to classify the KSL, consisting of 42 character classes of the Kazakh alphabet. A peculiar data set was formed from 57,708 hand images for 42 signs of the KSL. The ensemble model was compared with ResNet-50 and VGG-19 on evaluation metrics such as accuracy, precision, recall, f1-measure, and loss. The identification accuracy of the ResNet-50 model was 94.4% and VGG-19 showed 88% due to the low ability to distinguish examples of a given class from other classes. The recognition accuracy of the ensemble method reached 95.7%, exceeding the performance of ResNet-50 and VGG-19. Findings from this research could pave the way for further development of sign language recognition systems for other lesser-known sign languages, helping to create a more inclusive and accessible world.
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